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ABSTRACT

This dissertation presents two studies performed with data from Super-Kamiokande,

a 50 kT water Cherenkov detector located 1,000 meters below Mt. Ikenoyama in Gifu,

Japan, which has been operating since 1996. The first study searches for Earth matter

effects in atmospheric neutrino oscillations. Earth matter effects have never before

been confirmed in a measurement of atmospheric neutrinos, and observing them is an

important step toward measuring the neutrino mass hierarchy, since atmospheric neu-

trino measurements gain sensitivity to neutrino mass hierarchy through Earth matter

effects. We find that our data agrees very well with standard matter effects, and ex-

cludes vacuum oscillations at a significance of 1.6σ. The second study searches for

boosted dark matter by looking for an excess of elastically scattered electrons above

the atmospheric neutrino background, with a visible energy between 100 MeV and 1

TeV, pointing back to the Galactic Center or the Sun. No such excess is observed.

Limits on boosted dark matter event rates in multiple angular cones around the

Galactic Center and Sun are calculated. These limits can constrain general boosted

dark matter theories, as is demonstrated by calculating limits for a baseline model of

boosted dark matter produced from cold dark matter annihilation or decay.
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Chapter 1

Introduction

This thesis, at a most basic level, concerns two strange ideas from the early 1930’s.

While both neutrinos and dark matter have been around for ∼13.8 billion years [1, 2],

and have coexisted with humans for a slightly shorter but still respectable ∼200,000

years, their existence has only been known to us for the relatively short period of

about 90 years. The neutrino was first proposed by Wolfgang Pauli in a letter to a

meeting in Tubingen, Germany, in 1930, as a possible explanation for the observed

continuous beta decay spectrum [3]. In this letter Pauli wrote:

...there could exist in the nuclei electrically neutral particles that I wish

to call neutrons, which have spin 1/2 and obey the exclusion principle,

and additionally differ from light quanta in that they do not travel with

the velocity of light. The mass of the neutron must be of the same order

of magnitude as the electron mass and, in any case, not larger than 0.01

proton mass.–The continuous β-spectrum would then become understand-

able by the assumption that in β decay a neutron is emitted together with

the electron, in such a way that the sum of the energies of neutron and

electron is constant. [3]

1
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This first proposal was tentative, and it is interesting to note that Pauli first used the

name “neutron.” The particle we know today as the neutron would not be discovered

by James Chadwick for another two years, at which point the light neutral particle

proposed by Pauli was renamed the “neutrino” by Enrico Fermi. In 1934, Fermi

published a quantitative theory of β-decay which included neutrinos as an assumed

component [4], and predicted the continuous beta-decay spectrum.

Just a few years after Pauli proposed the neutrino, Fritz Zwicky proposed the

existence of dark matter to explain the velocity dispersion of eight nebulae in the

Coma Cluster. In discussing the dispersion of the velocities of these eight nebulae,

which was far larger than expected based on the light observed from them, Zwicky

wrote:

If this would be confirmed we would get the surprising result that dark

matter is present in much greater amount than luminous matter. [5]

The similarities between neutrinos and dark matter are not confined to the decade of

their proposals; both have mass, and importantly, neither interacts electromagneti-

cally. In fact, these similarities have led to the idea that dark matter could in fact

be a type of neutrino. While there has been no experimental verification of this even

after significant searching, it does remain a viable possibility.

However, this is where the historical stories of neutrinos and dark matter diverge.

After its proposal by Pauli, continued measurements of the beta-decay spectrum

and observations of new meson decays using nuclear track emulsion strengthened the

evidence for the existence of the neutrino. Then in the early 1950’s, the neutrino was

for the first time explicitly observed. Fred Reines and Clyde Cowan placed a large

liquid scintillator detector near a nuclear reactor in Hanford, Washington. They

hoped to observe neutrinos produced by the reactor interacting with the protons in
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the liquid scintillator through inverse beta decay:

ν̄ + p→ n+ e+. (1.1)

They searched for this process using Cadmium loaded liquid scintillator. Coincidence

between scintillation light due to the positron and the γ produced by the capture

of the neutron on Cadmium indicated an inverse beta decay event. They noted a

change in the measured event rate when the reactor was on versus when it was off,

which agreed well with the predicted neutrino event rate [6]. They soon confirmed

the result with an upgraded experiment at Savanah River [7, 8].

The story for dark matter is quite different. While there have been additional

observations of the gravitational effects of dark matter since it was first proposed by

Zwicky, there has been no explicit observation of a dark matter particle to mirror

Reines and Cowan’s observation of the neutrino (and not for lack of trying). Indeed,

as the reader will become aware by comparing Chapter 5 and Chapter 6, significantly

more is currently known about the nature of neutrinos than about the nature of dark

matter. In fact, the vast majority of what we know about dark matter consists of

being able to say what it isn’t.

In this thesis, I will attempt to add a little bit more to each of these stories. I

will present an observation of hints of Earth matter effects in atmospheric neutrino

oscillations, in agreement with theoretical expectations. I will also present a search

for a relatively newly proposed type of dark matter called “boosted” dark matter,

for which no evidence was found. In the end, this thesis will give us a little bit more

confidence in our theories about the nature of neutrinos, and add one more entry to

the list of things dark matter appears not to be. To whoever reads the most of it, I

hope you find it enjoyable.



Chapter 2

The Super-Kamiokande Detector

The Super Kamiokande detector was originally built int the 1990’s to search for

nucleon decay and study the nature of neutrinos. In this chapter an overview of

the detector apparatus, detection principle, and detector calibration techniques are

presented. Detailed overviews of the detector and detector calibration techniques can

also be found in [9] and [10].

2.1 Overview

The SK detector is a large water Cherenkov detector located in the Mozumi mine

below Mt. Ikenoyama in Gifu, Japan, with a mean overburden of 1000 m of rock (2700

m water-equivalent.). This overburden removes cosmic ray muons with energies less

than 1.3 TeV. The detector consists of a 50 kT cylindrical tank of water, which is

divided into a 32 kT inner detector (ID) surrounded by an 18 kT outer detector (OD).

The ID and the OD are optically separated by black Tyvek sheeting, and both are

instrumented with photomultiplier tubes (PMTs) to observe Cherenkov radiation.

Its large fiducial volume and high quality reconstruction capabilities make SK an

4
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extremely effective detector for nucleon decay searches and studies of neutrinos over

a wide range of energies.

The detector’s data taking time, which began with its commissioning in April

1996, is divided into four phases. The first phase, known as “SK-I”, acquired 1489.2

days of data, running from commissioning until July 2001, when the detector was shut

down for maintenance and upgrades. During the refilling of the tank in November

2001, an accident destroyed over half of the PMTs in the detector. The remaining

PMTs were fitted with protective cases to avoid a future accident and redistributed,

and the second phase, known as “SK-II”, ran from October 2002 until October 2005

with half the ID PMT coverage of SK-I 1. SK-II acquired 798.6 livetime days of data.

During the shutdown after SK-II, new ID PMTs were added, and data taking resumed

in July 2006 with the ID PMT coverage back at SK-I levels. This third phase is known

as “SK-III”, and acquired 518.1 livetime days of data, running until September 2008,

when the experiment was briefly shutdown for an electronics upgrade. Upon restarting

in September 2008, SK entered its fourth phase, known as “SK-IV”, which is ongoing

as of the writing of this thesis, and which has acquired 2867.2 livetime days of data

as of May 2017. In total, SK has recorded 5673.1 livetime days of data (as of May

2017) with just over half of that data coming during SK-IV.

2.2 Detector Structure

The main component of the SK detector is a cylindrical stainless steel tank, with

a diameter of 39 m and a height of 42 m, which is filled with about 50 kts of water.

The structure of the detector is shown in Fig. 2.1. The tank is segmented into an

inner detector (ID), with a diameter of 33.8 m and a height of 36.2 m, which hold 32

1OD PMT coverage was fully restored for SK-II
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kts of water, and an outer detector (OD) which is the region of the tank outside the

ID. The ID is the primary detector used for most physics analyses, while the OD is

primarily used as an active cosmic ray veto. The ID and OD are separated from one

another by a cylindrical PMT support structure. On the inner surface of the support

structure, 11,146 inward-facing 20 inch PMTs, giving a coverage of about 40%, are

mounted to observe activity in the ID (for SK-II half as many PMTs were used in the

ID). The outer surface of the support structure is instrumented with 1885 outward-

facing 8 inch PMTs to observe the OD. Lightproof Tyvek sheeting on both surfaces of

the PMT structure optically separates the ID from the OD. It also results in a 55 cm

dead space between the ID and the OD, from which light cannot escape. The Tyvek

sheeting is black on the side facing into the ID, in order to reduce reflections which

would diminish reconstruction accuracy. On the side facing the OD, conversely, the

Tyvek sheeting is white, in order to increase reflections. This is done to improve light

collection efficiency in the OD, to compensate for its lower PMT coverage. Scattered

light in the OD is also much less problematic for physics goals compared to scattered

light in the ID.

Since the performance of the PMTs is sensitive to magnetic fields, the roughly

450 mG geomagnetic field at the SK detector must be offset. Therefore, 26 sets of

horizontal and verticle Helmholtz coils are arranged around the inner surface of the

tank. These reduce the magnetic field in the tank to about 50 mG, which results in

an estimated 1-2% effect on the collection efficiency of the ID PMTs.

2.3 Cherenkov Radiation

When a charged particle travels through a material at a speed faster than the

phase velocity of light in that material, Cherenkov radiation is produced. Molecules
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Figure 2.1: Structure of the SK detector. [11]
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Figure 2.2: PMT support structure. [9]
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Figure 2.3: Constructive interference resulting in Cherenkov radiation.

excited by the passing particle release light. When the particle is traveling faster

than c/n, the light emitted from different points along the particles path interferes

constructively to create Cherenkov radiation, as shown in Fig. 2.3. The requirement

for Cherenkov radiation is thus

β >
1

n
. (2.1)

The Cherenkov radiation is emitted from the path of the charged particle along a

cone centered on the path with half opening angle θC given by:

cos θC =
1

βn
. (2.2)

A detailed derivation of these formula based on electrodynamics can be found in [12].

The index of refraction of water is 1.33, so for charged particles in water the

Cherenkov threshold corresponds to β > 0.75. This can be translated to a momentum
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threshold of 577 KeV/c for electrons, 119 MeV/c for muons, 157 MeV/c for charged

pions, and 1.058 GeV/c for protons. The Cherenkov angle for a highly relativistic

charge particle in water (γ � 1) is about 42◦.

The emitted Cherenkov spectrum is described by the formula[13]:

d2N

dλdx
=

2παz2

λ2

(
1− 1

β2n2(λ)

)
(2.3)

where α is the fine structure constant, z is the charge of the particle (in units of

electron charge), λ is the wavelength of the emitted light, and x is the distance

traveled by the charged particle. It should be noted that while this formula allows

for a wavelength dependent index of refraction, the index of refraction of water only

changes by a few percent in the range of wavelengths observed by the PMTs.

In SK, Cherenkov radiation is observed as rings (for particles which stop) or filled

in circles (for particles which penetrate to the OD) of hit PMTs, as shown in Fig. 2.4.

The timing of hits can be used to reconstruct the position of the interaction, and

the orientation of the ring indicates the direction of travel of the charged particle.

Further, as can be seen from Eq. (2.3), the number of Cherenkov photons produced is

a linear function of path length for highly relativistic particles. Since the path length

(or sum of path length in a shower, in the case of an electron) is directly related to

the energy of the charged particle, the amount of Cherenkov light can be used to

reconstruct charge particle energy.

2.4 Photomultiplier Tubes

The ID PMTs are 20-inch PMTs (Hamamatsu R3600) built by Hamamatsu Pho-

tonics K.K. A schematic is shown in Fig. 2.5. These PMTs were based off an earlier
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Figure 2.4: Visualization of a Cherenkov ring in SK. The inset shows a neutrino entering
the detector, interacting in the inner detector, and the Cherenkov cone from
the resulting relativistic charged particle. [14]
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Figure 2.5: Schematic of the ID PMTs. [9]

Hamamtsu designed 20-inch PMT (Hamamatsu R1449) which had been used in the

Kamiokande Detector. The photocathode is made of bialkali, which was chosen for

its high sensitivity to blue light and low thermionic emission. The quantum efficiency

of the photocathode peaks around 21% between 360 and 400 nm, and is shown as a

function of wavelength along with the emitted spectrum of Cherenkov light in water

in Fig. 2.6. The dynode structure is a venitian blind type, which was optimized to im-

prove photoelectron (p.e.) timing resolution and collection efficiency [15]. The single

p.e. pulse height distribution and transit time distribution are shown in Fig. 2.7.

In order to prevent another accident like the one which occurred during refilling

prior to SK-II, all PMTs have been enclosed in a protective case since the beginning

of SK-II. These protective cases consist of an acrylic dome over the face of the PMT,

and a fiber-reinforced plastic (FRP) case around the sides and back of the PMT. The

FRP case has holes in it that allow water to flow freely around the PMT, but also

restrict the speed with which water can rush into the vacuum of a PMT in case of a

PMT implosion. This mitigates the creation of a shock wave, which was determined
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Figure 2.6: Photocathode quantum efficiency in black and emitted Cherenkov spectrum
in red. Note different y-axes.

(a) (b)

Figure 2.7: Left: ID PMT single p.e. pulse height distribution. The peak near zero ADC
counts is the result of dark current. Right: ID PMT relative transit time
distribution at 410 nm and single p.e. level. Both from [9]
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to be the cause of the original accident.

The OD PMTs are 8-inch PMTs, also produced by Hamamatsu. Five-hundred

ninety-one are old Hamamatsu R1408 PMTs, recycled from the IMB experiment, and

1293 are new Hamamatsu R5912 PMTs, installed during the upgrades between SK-I

and SK-II, and SK-II and SK-III.

2.5 Electronics and Data Acquisition

The SK Electronics and Data Acquisition System (DAQ) was extensively upgraded

between SK-III and SK-IV. As such, the SK-IV electronics will be explained separately

from the SK I-III electronics.

2.5.1 SK I-III

The SK I-III DAQ processed ID PMT signals using custom build Analog-Timing-

Modules (ATMs), which were originally designed and built by KEK. The PMT signal

was split into four separate signals. One of these signals was sent to a discriminator,

which compared the signal to a threshold corresponding to 1/4 photoelectron equiv-

alent. When the signal crossed this threshold, a 200 ns wide logic pulse was sent to

a hardware trigger module. Simultaneously, the signal from the PMT was stored by

a Charge-to-Analog Converter (QAC), and an integration of a constant current was

started by a Time-to-Analog Converter (TAC). When a global trigger was received

from the hardware trigger module, the TAC integration was stopped and the infor-

mation in the QAC and TAC were sent to and Analog-to-Digital Converter (ADC) to

be digitized and stored in internal memory. Because the TAC integrated a constant

charge from the time of the channel trigger to the time of the global trigger, the time

of the PMT signal relative to the global trigger can be calculated from the total inte-
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grated charge on the TAC. Each channel was assigned two TACs and QACs, in order

to process events which might occur in rapid succession, such as a decay electron

following a muon. The charge dynamic range of the ATM was about 450 pC, with a

resolution of 0.2 pC, while the timing dynamic range was 1.3 µs, with a resolution of

0.4 ns.

A hitsum was calculated by the hardware trigger module by simple analog sum

of the logic signals from the ATMs. When the hitsum crossed a given threshold, a

global trigger would be issued to the ATMs. Three different triggers were used: high

energy (HE), low energy (LE) and super low energy (SLE). The HE and LE triggers

were set at 31 and 29 hits, respectively, with the LE threshold corresponding to an

electron energy of 5.7 MeV. The SLE trigger was added to lower the energy threshold

to 4.6 MeV. The OD operated with a similar trigger system, and OD triggers were

issued with a threshold of 19 hits. Additional details of the ID and OD electronics

and DAQ for SK I-III can be found in [9].

2.5.2 SK-IV

The SK electronics were upgraded between SK-III and SK-IV [16, 17]. The ATM

was replaced by a front end electronics board called a QBEE, which stands for “QTC

(Charge-to-Time Converter) Based Electronics with Ethernet.” A QBEE is shown in

Fig. 2.8. PMT signals are processed by a QTC, which encodes the time and charge

of the PMT pulse into the timing of a single pulse, as shown in Fig. 2.9. When the

PMT signal crosses a threshold which corresponds to about 1/4 pe (the same as in

SK I-III), the QTC begins an output pulse, and a capacitor charges up over 400 ns

with the charge from the PMT pulse. The capacitor is then discharged at a constant

rate, and the QTC output pulse is stopped when the capacitor charge drops below a
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comparator level. The QTC output pulse thus encodes the time of the PMT pulse as

the time of its leading edge, and the charge of the PMT pulse as its width. This full

encoding and processing results in a deadtime of 900 ns.

Each PMT signal is processed by a QTC under three different gain settings, with

gain ratios 1:1
7
: 1
49
. The charge dynamic ranges of the three gain setting are shown in

Table 2.1. While each PMT signal is process under all three gain settings, only the

result from the lowest gain setting which is not saturated is used. This results in a

charge resolution similar to the ATMs used in SK I-III, but with about five times the

dynamic range.

The hardware trigger used in SK I-III is replaced by a software trigger for SK-IV.

Every hit recorded by the QBEEs is sent to Front-End PCs, with each Front-End PC

receiving the hits from 30 QBEEs. The data from the Front-End PCs is then sent on

to Merger PCs, which combine the hits from all PMTs and apply software triggers

to search for physics events. When a software trigger is generated, the event data is

sent to an Organizer PC, which writes the data onto disk for offline analysis. This

data flow is visualized in Fig. 2.10.

The software trigger of SK-IV has multiple advantages over the hardware trigger

of SK-III. Primarily, it allows for any length of event, more complex trigger logic, and

introduction of new triggers. The main triggers used in SK-IV are summarized in

Table 2.2. While the SLE, HE, SHE, and OD triggers perform functions achievable

with the SK I-III hardware trigger, the AFT trigger shows the true power of moving

to a software trigger for SK-IV. The AFT trigger is used for tagging neutrons, which

capture on Hydrogen and produce a 2.2 MeV γ a few hundered µs after a primary

neutrino event. They do not produce enough hits to generate an SK I-III hitsum

trigger, and lowering the hitsum threshold to catch such events would significantly

increase the data rate and require substantially more computing power and disk space
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Gain Setting Dynamic Range Resolution
Low 51 pC 0.1 pC
Medium 357 pC 0.7 pC
High 2500 pC 4.9 pC

Table 2.1: Charge dynamic ranges for the three gain settings of the SK-IV QTC.

to handle. This means that neutron tagging is impossible in SK I-III. The software

trigger of SK-IV solves all of these problems with the AFT trigger, which takes

advantage of both the complex trigger logic and variable event width available in the

software trigger system.

SK-IV Triggers Trigger Logic Event Width (µs)
SLE 34 (31) hits in 200 ns -0.5→ 1.0
HE 50 hits in 200 ns -5→ 35
SHE 70 (58) hits in 200 ns -5→ 35
OD 22 hits in 200 ns (in OD)
AFT SHE, no OD 35 → 535

Table 2.2: Trigger information for SK-IV. The abbreviations are as follows: OD (outer de-
tector), SLE (super low energy), HE (high energy), SHE ( special high energy)
and AFT (after). The SLE and SHE trigger thresholds were lowered from 34
to 31 and 70 to 58 hits respectively, during SK-IV running. There are ∼9 hits
of dark noise in 200 ns and ∼6 hits corresponds to 1 MeV electron equivalent
energy.

2.6 Water System

Keeping the SK water as transparent and stable as possible is extremely important

for physics analyses. To this end, a water purification system is used to continuously

reprocess the water in the SK tank, at a rate of about 60 tons/h. This system is

described extensively in [9]. The system takes in water from the SK Tank, a UV

sterilizer kills any bacteria in the water, multiple filters reduce the concentration of

particles larger than 0.2 µm to 6 particles/cc, and a vacuum degasifier and mem-
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Figure 2.8: Front end electronics used in SK-IV, called QBEE [16]

Figure 2.9: QTC charge and time encoding for QBEE [17].
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Figure 2.10: SK-IV data flow [16]

brane degasifier together reduce the concentration of radon in the water to about 0.4

mBq/m3, before the water is returned to the tank. A heat exchanger maintains the

water at a temperature of about 13◦C.

Because the air in the mine has a naturally high radon concentration (ranging

from a few hundred to a few thousand Bq/m3, depending on the season), the gap

between the top surface of the water and the top of the tank is filled with radon-

reduced air at a slight overpressure. This radon-reduced air is processed by an air

purification system which outputs air with a radon concentration of a few mBq/m3.

The radon concentration of the air in the dome above the SK cavity is maintained

at around 40 Bq/m3 by pumping air from outside the mine into the dome, and the

walls of the dome are additionally coated with a radon tight plastic material from

Mineguard.

2.7 Detector Calibration

Calibration enables the translation of the response of the detector into actual

physical properties of the observed process. The response of the SK detector to a
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particular physics process is essentially the combination of three responses:

• The physics of the initial process and production of photons through Cherenkov

radiation

• The propagation of photons through the water to the PMTs (water trans-

parency)

• The response of the PMTs and electronics to the incident photons

Since the first response is what we are actually interested in observing, calibration

is necessary to understand the second and third responses, so that we can translate

the full detector response into an understanding of the actual physics process being

observed. In this section, I will discuss the main components of detector calibration.

A detailed description can be found in [10].

2.7.1 Water Transparency

The propagation of photons through water is described by the equation:

I(l, λ) = I0(λ)e
l

L(λ) (2.4)

where I(l, λ) is the intensity of light of wavelength λ a distance l from the source,

I0(λ) is the initial intensity of the light, and L(λ) is the total attenuation length at the

given wavelength, which includes both scattering and absorption. The attenuation

length can be broken into three components:

L(λ) =
1

αabs(λ) + αsym(λ) + αasy(λ)
. (2.5)
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Figure 2.11: Laser setup for water transparency measurement [10].

Here αabs(λ) is the absorption amplitude, αsym(λ) is the “symmetric” scattering am-

plitude, which is composed of Rayleigh scattering and symmetric Mie scattering, and

αasy(λ) is the “asymmetric” scattering amplitude, which is composed of forward Mie

scattering. In order to measure these amplitudes, a collimated laser beam is injected

at a few different wavelengths downward into the SK detector, as shown in Fig. 2.11.

The detector is divided into seven regions, (top, bottom, five barrel regions), and the

absorption and scattering amplitudes are tuned in MC so that the distribution of

hits as a function a time in MC agrees with what is seen in data. The results at the

different wavelengths are used to fit the amplitudes as a function of wavelength to

predetermined polynomial forms. The results of these fits from a typical calibration

run are shown in Fig. 2.12.
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Figure 2.12: Absorption amplitude results from a typical laser calibration run [10].

2.7.2 PMT and Electronics Response

When light hits a PMT, a current pulse is produced by the PMT. The information

recorded by the SK electronics is the charge of the pulse, and the time the rising edge

of the pulse crossed a discriminator threshold. In order to correctly simulate how the

number of photons at a particular time will be translated into an electronics response,

calibration of the PMTs and SK electronics is required.

2.7.3 Charge Response

First, the high voltage (HV) for each PMT was set so that each PMT would

produce the same amount of charge from the same intensity of light. To do this, 420
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Figure 2.13: Location of the 420 reference PMTs used for HV calibration [10].

“reference” PMTs were calibrated in a dedicated pre-calibration system before their

installation, so that their desired HV settings were known [10]. These 420 PMTs were

then arranged in the detector in order to take advantage of the cylindrical symmetry

of the detector, as shown in Fig. 2.13. For a light source on the central axis of the

detector, the intensity of light at any PMT could be estimated by the response of the

reference PMTs with the same geometric relationship to the light source. A Xe-lamp

fed into a scintillator ball producing isotropic light was used as the light source in

both the pre-calibration of the 420 reference PMTs and in the calibration of all the

PMTs in the tank.

Once the HV setting for each PMT has been assigned, the expected charge from

incident light of intensity I on the ith PMT can be written as:

Qi = I ×QEi ×Gi (2.6)

where QEi and Gi are the quantum efficiency and gain of the ith PMT. Simulation of

PMT response thus require the measurement of quantum efficiency and gain for each
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PMT.

Gain calibration is performed first, and is done in two steps. In the first step,

the relative gain of each PMT compared to the average over the whole detector is

calculated. Then the absolute gain of the full detector is found. Between these two

measurements, the absolute gain of each individual PMT can be found.

The relative gain measurement is performed as follows. A stable light source which

emits constant amplitude flashes is placed in the detector and run in two different

modes. In the first mode, the source produces high-intensity flashes, so that each

PMT observes a reasonable number of photons. In this mode, the average charge

observed by PMT i can be written as

Qobs(i) ∝ Ihigh × ai ×QEi ×Gi (2.7)

where Ihigh is the intensity of the light source in the high-intensity setting and ai is the

acceptance of the ith PMT, which accounts for water transparency and geometrical

affects. In the second mode, the light source produces low-intensity flashes, so that

hits on PMTs can be assumed to be only single photo-electrons (pe’s). In this mode,

the number of hits when the charge crosses a threshold value can be written as

Nobs(i) ∝ Ilow × ai ×QEi. (2.8)

Note that in this mode, the number of hits is mostly independent of gain. In this

way, the relative gain for each PMT can be extracted as

Gi ∝
Qobs(i)

Nobs(i)
(2.9)

where the proportionality constant is the same for all PMTs.
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Figure 2.14: Single pe distribution as measured during SK-III. The figure on the right
shows the same data as on the left, just with a log scale [10].

With the relative gains of each PMT known, a nickel source which produces

gamma-rays isotropically is placed in the detector. This source produces γ rays with

energies around 9 MeV from neutron capture on 58Ni. The neutrons are provided by

a 252Cf source. The nickel source is faint enough that over 99% of observed PMT hits

come from single pe. The charge of the resulting pulses are corrected by the relative

gains for each PMT, and the single p.e. distribution of the entire detector is thus

found. This distribution as measured during SK-III is shown in Fig. 2.14.

The quantum efficiency of each PMT was found by comparing the number of

single-pe hits in a nickel source run to that expected by MC simulation. The QE in

the MC was adjusted until the simulation matched the data well.

The response of the PMTs and electronics was also tested by injecting laser light

at 30 different intensities into the ID. This response is shown in Fig. 2.15, and is used

in MC simulation.
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Figure 2.15: PMT response linearity [10].

2.7.4 Timing Response

The relationship between the time when a photon hits a PMT and the time when

the PMT pulse crosses the discriminator threshold is effected by PMT transit time,

cable lengths, and electronics readout time. Additionally, larger pulses will cross the

discriminator threshold faster, and so appear to be earlier hits than smaller pulses,

a phenomenon known as “time-walk”. All of these effects must be accounted for by

calibration.

A nitrogen laser is used to perform timing calibration. The laser produces fast

pulses of light with 0.4 ns FWHM. These pulses are monitored by a fast response

PMT, which defines the time of the pulse. The laser light is wavelength shifted to

398 nm, and injected in a diffuser ball in the center of the SK tank, which results in

isotropic light. A variable optical filter is used to vary the intensity of the light.

During these laser runs, hits in ID PMTs are time-of-flight (TOF) subtracted

based on the location of the diffuser ball to account for the time it takes the light
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Figure 2.16: TQ-map for a PMT. In this figure larger T corresponds to earlier times,
while smaller T corresponds to later times [10].

to travel from the diffuser ball to the particular PMT. These “residual” times are

then compared to the reference time of the laser pulse, based on the monitor PMT.

This comparison gives a conversion between the time that the PMT pulse crosses the

discriminator threshold and the time the light actually hit the PMT. To account for

time-walk, this comparison is done as a function of the charge recorded by the PMT,

and is called a “TQ-map”. An example TQ-map for a PMT is shown in Fig. 2.16



Chapter 3

Data Processing

Super-Kamiokande records around 106 events every day. However, the vast major-

ity of these events are either low energy radioactive backgrounds (∼11 Hz) or cosmic

ray muons (∼3 Hz). For comparison, the rate of atmospheric neutrino interactions

in SK is about 10 per day. Data reduction is used to select only the reatively small

number of interesting physics events. In the high energy range (> 100 MeV), three

samples are used, each selected by a distinct data reduction process:

• Fully Contained (FC) reduction selects events with activity in the ID and no ac-

tivity in the OD. These events are the best reconstructed, since all the deposited

energy is contained within the ID.

• Partically Contained (PC) reduction selects events with activity in both the ID

and OD, but where it has been determined that the primary particle started in

the ID and exited into the OD. These events are almost all muons, since most

electromagnetic showers will not have the energy to puncture from the FV into

the OD. Much of the energy of these events can be deposited outside the ID,

and even outside the OD, meaning that energy often cannot be reconstructed

28
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as precisely for PC events as it can for FC events.

• Upward Going Muons (UPMU) reduction selects events with activity in both

the ID and the OD, where the event starts in the OD, but where the event is

coming from below the horizon. Since these events come from below, the Earth

acts as a shield for the detector, removing the cosmic ray background. These

events are thus due to neutrinos interacting in the rock below the detector.

3.1 Fully Contained Reduction

The FC data reduction consists of five steps, labeled FC1-FC5. Combined, they

select around 8 events per day from the 106 events recorded by SK, with an efficiency

for selecting events which originate in the FV of about 98%. The FC samples contains

the events which pass the cuts described here.

3.1.1 FC1

FC1 consists of a two simple cuts:

• The number of pe in a 300 ns sliding time window in the ID is greater than 200

(100 for SK-II).

• There are fewer than 50 (55 for SK-IV) OD hits between -500 ns and +300 ns.

The first cut removes low energy radioactive background events and solar neutrinos,

while the second cut removes obvious cosmic ray muon and PC or UPMU events. Of

the 106 events recorded by SK each day, about 3,500 pass FC1.
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3.1.2 FC2

FC2 also consists of two simple cuts:

• No ID PMT can be responsible for greater than 50% of the pe observed in the

ID.

• If the number of pe in the ID is less than 100,000 (50,000 for SK-II), there must

be fewer than 25 hits in the OD between -500 ns and +300 ns (30 for SK-IV).

This first cut removes electrical noise events where a single large pulse on one PMT

accounts for most of the measured ID charge. The second cut is a stricter version of

the second FC1 cut, but allows for situations where a very high energy event which

is contained to the ID may have more OD hits than lower energy events in the ID,

due to electronic cross-talk between channels 1 Of the about 3000 events which pass

FC1 each day, about 900 pass FC2.

3.1.3 FC3

Compared to FC1 and FC2, FC3 consists of more complicated sets of cuts designed

to remove particular classes of events which are sometimes able to pass FC1 and FC2.

First, very high energy muons with E & 1 TeV loose much of their energy through

bremsstrahlung and pair production as opposed to ionization. Because of this, these

muons can make a large number of OD hits in a short period of time, but still not

enough hits to trigger one of the OD cuts in FC1 or FC2. To remove these events

then, the following cut is applied:

• There must be fewer than 40 OD hits in a 500 ns sliding window.

1As will be discussed in Section 6.9, in very high energy events (> 20 GeV) sometimes there is
such significant electronic cross-talk that this adjustment is not enough. Please see Section 6.9 for
a discussion of how FC reduction can be adjusted to avoid problems of electronic cross talk in very
high energy events.
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To remove through-going muons which are not so high energy, a through-going

muon fitter is applied under certain conditions. If an event has greater the 1000 ID

hits and at least one ID PMT with greater than 230 pe, then the fitter is applied.

The fitter assumes the entry point to be the first hit ID PMT, and the exit point to

be the center of the ID exit cluster. A goodness by comparing the timing of hits to

the expectation from MC. If there are eight or more hits in the OD within 8 meters

of both the entry and exit points, then the through going muon fitter goodness must

be less than 0.75.

A similar fitter is applied to remove stopping muons, although for this fitter only

an entry point and a direction of the muon are assumed. If there are 10 or more OD

hits (5 or more for SK-I) within 8 meters of the entry point, the stopping muon fitter

goodness must be less than 0.0 (0.5 for SK-I).

Muons can also enter the ID with minimal OD activity by passing through gaps

in the OD PMT coverage where the PMT cables pass into the detector, as shown in

Fig. 3.1. There are 12 such gaps in the SK detector, and four of them are instrumented

with plastic scintillator paddles which act as hardware vetos. To remove cable hole,

muons, if the stopping muon fitter has a goodness greater than 0.0, there must not

be a veto paddle which registered a hit within 4 meters of the assumed muon entry

point. Further cuts to eliminate cable hole muons are performed in FC5.

In order to remove low energy events, a time-of-flight (TOF) based “point-fit”

vertex fitter is used to select a vertex for the event. This fitter is a timing based

fitter, which searches for a vertex in the detector which minimizes the spread in the

residual time distribution of PMT hits. PMT hits are TOF subtracted to this “point-

fit” vertex, and the number of ID hits in a sliding 50 ns residual time window must

be 50 or more (25 or more for SK-II).

Low energy events can evade this cut if they occur in coincidence with a cosmic
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Figure 3.1: Gaps in OD PMT coverage, through which cosmic ray muons can pass with
minimal OD activity [18].

ray muon. If the muon arrives just after the low energy event, the energy deposited

by the muon allows the event to pass cuts meant to remove low energy events, while

the hits in the OD occur to late to be picked up on by OD cuts up to this point.

To remove these “coincidence muon” events, if there are 5,000 or more pe in the ID

(2,500 or more for SK-II), there must be fewer than 20 OD hits between +300 ns and

+800 ns.

Another type of event which must be removed are so-called “flasher” events. These

are events where an individual PMT experiences an electrical discharge that produces

some light, that can be detected by nearby PMTs. These flasher events generally

have longer tails in their timing distributions than true neutrino events. To search

for flashers, the minimum number of ID hits in a 100 ns sliding window which searches

in the region from +200 ns to +700 ns is found. The following cut is then applied

• (For SK II-IV) The minimum number of ID hits in the 100 ns sliding window

must be less than 20.



33

• (For SK-I) The minimum number of ID hits in the 100 ns sliding window must

be less than 10, unless there are more than 800 ID hits, in which case the

minimum number of ID hits in the 100 ns sliding window must be less than 15.

The long tail of flasher events makes the “point-fit” perform poorly, so the point-fit

goodness must be great than 0.4.

Of the about 900 events that pass FC2 each day, only about 80 pass FC3. The

complex reconstruction software “APFIT”, which will be described in detail in Chap-

ter 4, is applied to all events which pass FC3.

3.1.4 FC4

FC4 specifically targets flasher events which have made it through the flasher

cuts in FC3. The algorithm used in FC4 is based on the idea that flasher tubes

will result in multiple events with very similar hit patterns. A database of events

is maintained, and each event is compared to events in the database. To compare

events, two variables are used. First a variable r is computed, which represents the

spacial correlation between two events. The ID wall is segmented into patches about

4 m2 in size. Comparing two events A and B, r is calculated as:

r =
1

N

N∑
i

(QA
i − < QA >)× (QB

i − < QB >)

σAσB
. (3.1)

where N is the number of patches, Qi is the summed charge (in pe) in the ith patch,

and σ is the RMS of Qi. The variable r is then increased by 0.15 if the highest

charge tube in events A and B is the same. Next, a variable dks is calculated, which

is the Kolmogorov-Smirnov test applied to the distribution of charge in the different

patches. For a particular event, the 10 largest values of r and smallest values of
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Figure 3.2: Likelihood variable used for flasher cut in FC5 [19].

dks (large values or r and small values of dks indicate similar hit patterns) are used

to compute a likelihood variable based on the expectation for flasher events. If the

likelihood variable is greater than a cut threshold, then the event is removed, as shown

in Fig. 3.2. FC4 removes a few events each day.

3.1.5 FC5

FC5 focuses on a removing a few particular types of events from the final sample.

First are muons which drop below Cherenkov threshold while traversing the OD.

Known as “invisible” muons, these can leave minimal activity in the OD, but then

decay to an electron in the ID which will trigger the detector. Therefore, if the number

of pe in the ID is less than 1000 (500 for SK-II), which corresponds to the maximum

energy of a Michel electron, the following procedure is used to remove these events.

Two clusters of OD hits are defined. One is the number of clustered OD hits in a 200

ns sliding window with searches from -9000 ns to -200 ns. This cluster corresponds

to hits from before the muon dropped below Cherenkov threshold. The second is the

number of clustered OD hits between -200 ns and 300 ns. If the locations of the two

clusters are less than 500 cm apart, the number of hits in the early cluster must be
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less than 5, or the number of hits in the two clusters combined must be less than 10.

Otherwise, the number of hits in the early cluster must be less than 10.

Coincidence muons which were not removed during FC3 are targeted by the next

cut. If there are fewer than 300 pe in the ID, the number of OD hits in a 200 ns

sliding time window search from +300 ns to +2100 ns must be less than 20. This cut

searches a wider late time region than the FC3 coincidence muon cut, but only for

very low energy events.

An additional set of cuts to remove cable hole muons which passed FC3 is applied

for SK-IV only. If the stopping muon fitter’s goodness is greater than 0.4 and there

are more than 1000 pe in the ID and the fitted direction of the muon comes from

greater than 37◦ above the horizon, the distance between the stopping muon fit entry

point and the nearest cable hole must be greater than 2.5 m.

There is also a cut based on the APFIT reconstructed direction, aimed at removing

stopping muons:

• There must be fewer than 4 OD hits within 8 m of the APFIT entry point in a

200 ns sliding window between -500 ns and +300 ns.

Finally, there is an additional cut to remove flasher events which made it through

FC3 and FC4. This cut is based on a more complex timing based vertex fitter than

was used in FC3. Similarly to the vertex fitter used in FC3, the goodness of the

fit is expected to be low for flasher events with long timing tails. As in FC3, the

minimum number of ID hits in a sliding 100 ns window between +200 ns and +700

ns is found. If the minimum number of hits in the 100 ns window is six or greater,

then the goodness of the vertex fit must be better than 0.4. For SK II-IV, a looser

cut on the goodness is applied if the minimum number of hits in the 100 ns window

is less than 6. In that case, the goodness of the vertex fit must be better than 0.3.



36

Like FC4, only a few events each day are removed by FC5, leaving an event rate of

50-80 events per day.

3.1.6 Final Analysis Sample

The events passing FC5 still contain some background, mostly in the form of low

energy radioactive background. To produce the final analysis sample, three final cuts

are applied:

• The distance from the reconstructed vertex to the ID wall must be greater than

2 m.

• The reconstructed visible energy must be greater than 30 MeV.

• The maximum number of hits in an OD cluster must be less than 16 (less than

10 for SK-II).

After these cuts, about 8 events per day remain, which agrees well with atmospheric

neutrino MC expectation. This final analysis sample is called “Fully-Contained Fidu-

cial Volume” (FCFV), and it is estimated that the efficiency of the FCFV selection for

selecting neutrino events in the FV which do not penetrate the OD is about 98%. The

fraction of FCFV events which are background is estimated to be around 0.3%-0.4%

in SK II-III, and 0.02% is SK-IV [19].

3.2 Partially Contained Reduction

The PC reduction searches for muons that originated in the ID but were able to

penetrate into the OD, as in Fig. 3.3. Similarly to the FC reduction, this is done in a

sequence of five steps, labeled PC1-PC5. The PC reduction selects about two events
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every three days from the 106 events recorded by SK. Between SK-II and SK-III, the

top, bottom, and barrel of the OD were optically separated from one another. This

segmentation allowed for a more efficient PC selection from SK-III onward. I will

describe here the PC selection in SK-III and SK-IV. A description of the selection for

SK-I and SK-II can be found in [20].

Super-Kamiokande IV
Run 999999 Sub 317 Event 124 
16-03-10:19:12:44

Inner: 3212 hits, 28576 pe

Outer: 99 hits, 223 pe

Trigger: 0x0f

D_wall: 931.6 cm

Evis:   3.3 GeV

mu-like, p = 2676.1 MeV/c

Charge(pe)
    >26.7
23.3-26.7
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Figure 3.3: A Partially Contained MC event.
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3.2.1 PC1

PC1 consists of a few simple cuts. First, since PC events must be able to penetrate

from the FV to the OD, there must be enough light deposited in the ID to indicate

the particle had enough energy to travel at least 2 meters. So, there must be at least

1000 pe deposited in the ID.

Next are cuts to remove events with more than one cluster of hits in the OD.

First, are two simple cuts on the numbers of hits in the three different sections of the

OD.

• There cannot be 11 or more hits in the top section of the OD along with 10 or

more hits in the bottom section of the OD.

• There cannot be more than 28 hits total in the OD top and bottom along with

84 or more hits in the OD barrel.

Next, a simple variable ODRmean, which is the average distance between pairs of hits,

is calculated:

ODRmean =
1

Npair

∑
i

∑
j 6=i

|~xi − ~xj|. (3.2)

Since ODRmean should be smaller when there is only one cluster of hits in the OD,

ODRmean must be less than 2140 cm. Of the 106 events recorded by SK each day,

about 34, 000 event per day pass PC1.

3.2.2 PC2

PC2 continues removing events with more than one cluster of hits in the OD.

First, a clustering algorithm is applied, where the OD is divided into 121 patches,

and the hits in each patch are merged into the neighboring patch with the most hits.



39

Based on these clusters, there can be no more than one OD cluster with 10 or more

hits.

Next, a cut is applied similar to the cuts on the numbers of top and bottom and

barrel hits from PC1. A function of the number of hits in the OD barrel is defined:

f(nODbarrel) =


e5.8−0.023nODbarrel , nODbarrel < 75

e4.675−0.008nODbarrel , else.

(3.3)

If there are 20 or more total hits in the OD top and bottom, the total number

of OD top and bottom hits must be less than f(nODbarrel). The functional form of

f(nODbarrel) is such that this is a more finely tuned version of the cuts in PC1, allowing

events with a large number of hits in the OD barrel or endcaps, but not both.

Of the about 34, 000 events which pass PC1 each day, about 11,000 pass PC2.

3.2.3 PC3

PC3 removes flasher events using the same technique as FC3. The minimum

number of ID hits in a 100 ns sliding window which searches in the region from +200

ns to +700 ns is found, and the following cut is then applied:

• The minimum number of ID hits in the 100 ns sliding window must be less than

10, unless there are more than 800 ID hits, in which case the minimum number

of ID hits in the 100 ns sliding window must be less than 15.

Only a small number of events are removed by PC3.
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3.2.4 PC4

For PC4, two fitters are applied. The first is a dedicated entering muon fitter which

assumes a muon starting outside the ID, and defines the entrance point as the earliest

hit ID cluster. This fitter is called “muboy” and labels the event as either stopping,

though-going, multiple muons, or corner clippers. Most events originating outside

the ID are categorized as stopping or through-going, while most events originating

inside the ID are categorized as multiple muons or corner clippers by this fitter. This

fitter also finds worse goodness-of-fit for events originating inside the detector, since is

explicitly assumes a vertex outside the ID as part of its fitting procedure. The second

fitter is a simpler “point-fit” fitter, which determines vertex position reasonably well

for events originating both inside and outside the ID. From these two fits, the following

five “soft cuts2” are defined:

• (soft cut) The angle between the muboy direction and the direction from the

point-fit vertex to the OD cluster with the most charge must be less than 90◦.

• (soft cut) The angle between the muboy direction and the direction from the

point-fit vertex to the earliest saturated ID pmt must be less than 143.13◦.

• (soft cut) The length of the muboy track must be less than 1750 cm.

• (soft cut) The goodness of the muboy fit must be less than 0.52.

• (soft cut) The distance from the corner of the tank to the muboy entrance point

must be 300 cm or larger.

If an event is classified as multiple muons or corner clipper, then is must pass two

of the five cuts. If it is classified as through-going, then is must pass four of the five

2“soft cuts” are cuts which events can fail while still passing the selection. Generally events are
allowed to fail a certain number of a set of soft cuts.
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cuts. If it is classified as stopping then it must pass four of the five cuts, in addition

to one of the following two soft cuts:

• The goodness of the muboy fit must be less than 0.5.

• There must be fewer than 10 hits in the OD within 8 m of the muboy entrance

point in a fixed 500 ns window.

Of the about 11,000 events which pass PC1-PC3 each day, about 900 pass PC4.

3.2.5 PC5

PC5 consists of a sequence of specialized cuts to remove different types of back-

ground. First are two sets of cuts to remove through going muons. The first set

applies a clustering algorithm like the one applied in PC2, but with the OD divided

into only 36 patches. If there are more than two clusters with at least 10 hit PMTs,

then the clusters found in PC2 are considered. If the second highest charge clus-

ter found in PC2 has 10 or more pe’s, the distance between the two highest charge

clusters found in PC2 must be less than 20 m.

The next set of through going muon cuts removes muons which enter and exit

the detector near the edges of the top and bottom of the detector. To remove these

events, combinations of 8 m spheres centered on the edges of the top and bottom of

the detector are examined, and the following cut is applied:

• There cannot be a combination of an 8 m sphere on the top edge and an 8 m

sphere on the bottom edge which satisfy the following criteria:

– Seven or more OD hits within both spheres.

– Ten or more pe within each sphere.
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– The time interval between the average hit time in the two spheres is more

than 0.75c/40 m and less than 1.5c/40m.

Next is a cut to remove stopping muons. For this cut, two event reconstruction

algorithms are applied, which find vertices and directions of Cherenkov rings. The

angle between the direction to the largest OD hit cluster and the direction of the first

Cherenkov ring must be less than 90◦.

Next, cable hole muons are removed using the veto counters described in FC3. If

there is a hit veto counter, the cosine of the angle between the TDC-fit ring direction

and the direction from the hit veto counter to the reconstructed vertex must be less

than 0.8.

Finally, corner clipping muons are removed by requiring that the shortest distance

from the fitted vertex to a corner of the ID must be more than 150 cm.

In addition to these cuts, a number of “soft cuts” are also applied. Events can fail

at most one soft cut and still pass PC5 reduction. First are two soft cuts to remove

through-going muons. The first takes the vertex and direction of a precise Cherenkov

ring fitter, and extrapolates forward and backward from the vertex along the direction

of the ring to find an entrance and exit point. If the time interval between the average

time of OD hits within 8 m of the entrance point and OD hits within 8 m of the exit

point is between 0.75 and 1.5 times the speed of light divided by the distance between

the entrance and exit points, then the following soft cut is applied:

• (soft cut) There cannot be more than 5 hit OD PMTs within 8 m of both the

entrance and exit points.

The second through-going muon soft cut uses the 36 patch OD clustering algorithm.

The following soft cut is applied:
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• (soft cut) There cannot be 17 or more hits in one OD cluster along with 10 or

more hits in another OD cluster.

Next are soft cuts to remove stopping muons. The first again takes the extrapolated

entrance point of the track, and counts the number of hit OD PMTs within 8 m of

the entrance point. The following soft cut is applied:

• (soft cut) There cannot be 10 or more hit OD PMTs within 8 m of the entrance

point.

The next stopping muon soft cut uses a stopping muon fitter, which chooses as the

entrance point the position of the earliest hit ID cluster, and reconstructs the direction

of the muon track. Events which started in the ID will be badly reconstructed by

this fitter, since the assumption of an entrance point is incorrect. The following soft

cut is the applied:

• (soft cut) The below criteria of a good stopping muon fit cannot all be satified:

– The goodness of the stopping muon fit is positive.

– 60% or more of observed ID pe’s are within a 42◦ cone around the fitted

muon direction.

– There are more than 6 OD hits within 8 m of the entrance point.

The third stopping muon soft cut compares the results of two fitters. If the extrapo-

lated entrance points for the fitters are within 15 m of each other, then the following

soft cut is applied to the result of one of the fitters.

• (soft) There can be no more than 10 OD hits within 8 m of the entrance point.

If the extrapolated entrance points are not within 15 m of each other, then the above

soft cut is applied to both entrance points. The final stopping muon soft cut is a

reapplication of one of the soft cuts from PC4:
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• (soft cut) The angle between the muboy direction and the direction from the

point-fit vertex to the OD cluster with the most charge must be less than 90◦.

The next soft cut removes corner clipping muons. Corner clipping muons often

have a single small hit cluster in the ID, and a mis-reconstructed vertex somewhere

away from this cluster in the ID. This soft cut compares two estimated track lengths.

One is the distance between the reconstructed vertex and the exit point, and the other

is found by dividing the visible energy of the event by 2 MeV/cm. The following soft

cut is then applied:

• (soft cut) The vertex based track length cannot be more than 15 m longer than

the energy based track length

Finally, a decay electron soft cut is applied. Since high energy neutrino events will

interact mostly though DIS and produce charged pions which will decay to muons

which will decay to electrons, the following soft cut is applied to events with more

than 25 GeV of visible energy:

• (soft cut) There must be at least 1 decay electron in the event.

Of the about 900 events which pass PC1-PC4 each day, only about 1.2 pass PC5.

3.2.6 Final Analysis Sample

The final PC analysis sample is selected from the events passing PC1-PC5 by the

following final cuts:

• The reconstructed vertex must be more than 2 meters away from the ID wall.

• The reconstructed visible energy must be greater than 350 MeV.

• There must be an OD hit cluster with at least 16 hits.
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After these final analysis cuts about two events every three days remain. The effi-

ciency of the selection is estimated to be around 85%, and the background contami-

nation is estimated to be less than 1%.

3.2.7 PC Stopping/PC Through-Going Separation

PC events are further categorized as either stopping (the muon stopped in the

OD) or through-going (the muon passed through and exited the OD). This catego-

rization is done by comparing the number of OD pe’s in a 500 ns sliding window

to the number expected if the muon had passed through and exited the OD. If the

number of observed pe is less than 67% the expectation for a through going muon, the

event is categorized as PC Stopping, otherwise it is categorized as PC Through-Going.

sectionUpward Going Muon Reduction The UPMU data reduction searches for high

energy muons which enter the detector from below the horizon. Because the earth is

acting as a shield for events in these direction, all cosmic ray background in removed

(except for nearly horizontal events), so upward going muons must come from neu-

trino interactions below and around the detector. The reduction is performed by the

application of a simple charge cut, followed by seven dedicated muon fitters to ensure

that the event is upward going.

3.2.8 Charge Cut

Only upward going muons with a path length of greater than 7 m are used for

physics analysis. As a conservative step toward this goal, the total charge deposited

in the ID must be greater than 8000 pe. This cut corresponds to the amount of charge

expected from a muon with a path length of 3.5 m. Additionally, if too much charge is

deposited in the ID, the muon fitters applied in the next step of the UPMU reduction
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can perform poorly. Therefore, in order to save very high energy astophysical events,

events with more than 1,750,000 p.e. are automatically passed to the eye-scanning

step of the UPMU reduction (Section 3.2.10).

3.2.9 Dedicated Muon Fitters

Seven dedicated muon fitters are then used to determine if the event is an upward

going muon. The different fitters specialize in fitting different types of muon events.

The fitters are applied sequentially, and for each fitter, the following logic is applied:

• If the goodness of the fit is above a threshold and the event is fit as upward,

the event passes the selection (no additional fits are applied).

• If the goodness of the fit is above a threshold and the event is fit as downward,

the event is rejected (no additional fits are applied).

• If the goodness of the fit is below the threshold or the event is fit as horizontal,

the event is passed to the next fitter.

If none of the fitters have a goodness above threshold then the event is rejected.

However, if at least one fit has a goodness above threshold but all fits with a goodness

above threshold fit the event as horizontal, then the event passes the selection. Events

which pass the selection are then fit with a more sophisticated “precise-fit”. If the

reconstructed cosine of the zenith angle from the precise-fit is negative, the event is

selected as upward going.

3.2.10 Eye Scanning

Only about half of events which make it through the charge cuts and dedicated

muon fitters are true upward going muons. To remove the other background events,
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all events which are passed through those cuts are eye-scanned by two physicists.

Since these events are easy for humans to recognize visually, the efficiency of the

eye-scanning procedure is estimated to by essentially 100%.

3.2.11 Stopping and Through-Going Selection

UPMU event selection is further subdivided into stopping and through-going se-

lection. For events passing the Eye Scanning, stopping UPMU selection consists of

the following cuts:

• The event must be categorized as stopping by a dedicated muon fitter.

• The fitted momentum must be greater than 1.6 GeV.

• The number of OD hits within 8 m of the projected exit point must be less than

10.

Selection for through-going UPMU events consists of related cuts:

• The event must be categorized as through-going by a dedicated muon fitter.

• The distance between the ID entrance and exit points must be larger than 7 m.

• the number of OD hits within 8 m of the exit point must be 10 or greater.

The UPMU stopping selection selects about 0.25 events per day, while the UPMU

through-going selection selects about 1.2 events per day. The efficiency of both selec-

tions are estimated to be about 99%.

3.2.12 Through-Going Showering/Non-Showering Separation

Through-Going muons are further separated into “showering” and “non-showering”.

Non-showering events deposit energy at a continuous, consistent rate, whereas show-
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ering events deposit large amounts of energy is short bursts through radiative ef-

fects such as Bremstrahlung radiation. Events are separated into showering and

non-showering by comparing the observed charge distribution to that expected from

a non-showering event. If there is good agreement, the event is classified as non-

showering. Otherwise the event is classified as showering.



Chapter 4

Event Reconstruction

Reconstruction of events is an essential step in physics analysis at Super-Kamiokande.

Reconstruction converts the raw hit information recorded in the PMTs into more un-

derstandable physics quantities, which can then be used in physics analyses. Recon-

struction of SK events consists primarily of finding the vertex location and counting,

classifying, and assigning energy and direction to Cherenkov rings. Additionally, ac-

tivity after the primary event, such as decay electrons and neutron captures, can be

tagged. In this chapter, I will discuss reconstruction of FC events. Since I was in

charge of maintenance and continued application of the neutron tagging algorithm,

and neutron tagging results are of great importance to the boosted dark matter search

presented in Chapter 6, the description of the neutron tagging algorithm will be pre-

sented in particular detail.

4.1 Vertex Reconstruction

Vertex reconstruction begins with the concept of “residual time”. Residual time

is “time-of-flight” subtracted, and can be calculated for a hit at raw time trawi on a

49
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Figure 4.1: Timing resolution as a function of charge deposited in PMT. Used in Eq. (4.2).

PMT at position ~pi for a vertex at ~x as

tresidi (~x) = trawi − n

c
|~pi − ~x| (4.1)

where n is the index of refraction of water (about 1.36). The residual time is thus

the time of production of the photons assuming they were produced at the vertex

~x and experienced no scattering on their way to the PMT. Since we expect all the

Cherenkov light to be produced in a short time period from a small region in space,

we expect that most hits should have very similar residual times when the correct

vertex is used. The initial vertex reconstruction is therefore performed by choosing

the vertex to maximize a goodness of fit which is related to the width of the residual

timing peak:

G~x,1 =
∑
i

1

σTDC(qi)
exp

(
− (tresidi − t0)

2

2× (1.5σTDC(qavg))2

)
. (4.2)

Here t0 is a free parameter which is the time of the peak, and σTDC(q) is the timing

resolution as a function of charge deposited in the PMT, which is shown in Fig. 4.1.

Once a reasonable starting vertex has been found, the brightest ring is sought.
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First, a vector sum of hit PMTs weighted by corrected charge is computed. Corrected

charge is the charge deposited in a PMT corrected for light attenuation over the

distance traveled from the reconstructed vertex, and for the angular acceptance of

the PMT, f(θ):

qcorr = qobser/Latten
cos θ

f(θ)
(4.3)

where qobs is the measured raw charge, r is the distance from the vertex to the PMT,

Latten is the attenuation length of the water, and θ is the angle of incidence from

the vertex to the PMT. The vector sum of hit PMTs weighted by corrected charge is

taken as a very rough guess of the direction of the brightest ring. Various adjustments

are made to this direction, until finally a first ring and Cherenkov opening angle are

chosen by maximizing the following goodness-of-fit:

G ~d1,θC
=

1

sin θC

(
dqcorr

dθ

∣∣∣
θC

)2

exp

(
−θC − θexp

2σ2
θ

) θC∫
0

qcorr(θ)dθ (4.4)

where qcorr(θ) is the corrected charge (as calculated in Eq. (4.3)) as a function of

opening angle around the ring direction being tested d1, θC is the Cherenkov opening

angle being tested, σθ is the angular resolution, and θexp is the expected Cherenkov

opening angle. Three values of θexp are tested. First, θexp = 42◦, which corresponds

to the maximum Cherenkov opening angle in water. Second, a rough estimate of the

momentum of the particle assuming it is a muon is made, and θexp is calculated from

Eq. (2.1). Third, an estimate of the expected Cherenkov ring is made from the light

pattern assuming the particle is an electron.

Once the brightest ring and opening Cherenkov angle for that ring have been

found, the vertex search is redone with the residual time of each hit within the

Cherenkov ring adjusted from Eq. (4.1). First an emission point ~ei is found along
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the direction of the ring for each hit within the Cherenkov ring by intersecting the

direction of the ring from the vertex x being tested with a ray to the ith PMT at the

correct Cherenkov angle. The adjusted residual time is then calculated for hits inside

the Cherenkov ring as:

tresidi (~x) = trawi − 1

c
|~x− ~ei| −

n

c
|~pi − ~ei|. (4.5)

Hits outside the Cherenkov ring still use the residual time from Eq. (4.1). The vertex

is then found by maximizing the goodness-of-fit summed over each hit. For hits within

the Cherenkov ring, the goodness-of-fit is Eq. (4.2), where the residual time is from

Eq. (4.5). For hits outside the Cherenkov ring, the goodness-of-fit is

Goutside =


∑
i

1
σTDC(qi)

(
exp

(
− (tresidi −t0)2

2×(1.5σtdc(qavg))2

)
× 2− 1

)
, for ti ≤ t0∑

i

1
σTDC(qi)

(
max

[
exp

(
− (tresidi −t0)2

2×(1.5σtdc(qavg))2

)
, Gscatt(ti, t0)

]
× 2− 1

)
, else

(4.6)

where

Gscatt(ti, t0) =
RC

1.52
exp

(
− (tresidi − t0)

2

2× (1.5σtdc(qavg))2

)
+

(
1− RC

1.52

)
exp

(
−ti − t0
σscatt

)
(4.7)

where RC is the fraction of the total charge which is inside the Cherenkov ring and

σscatt = 60 ns.



53

Figure 4.2: Visualization of Hough transform. The gray circle is the Cerenkov ring, and
the dotted circles are the circles drawn around hit PMTs. Their intersection
represents the direction of the ring [21].

4.2 Ring Counting

Once the vertex and first ring 1 of the event have been found, the number of

Cherenkov rings is counted. Candidate rings are first found using a Hough transform,

which changes a ring finding search into a peak finding search. The idea of a Hough

transform is to draw circles of 42◦ half-opening angle around hit PMTs. The overlap

of all of these circles then corresponds to a candidate ring direction, as shown in

Fig. 4.2. In this particular application, instead of a simple circle, an expected charge

distribution function f(θ) is weighted by the observed charge and mapped onto the

(Θ,Φ) plane for each hit PMT. Peaks in the resulting map correspond to candidate

rings. An example map for a two ring event is shown in Fig. 4.3

Candidate rings are then considered iteratively through a likelihood method, which

compares the hypothesis of adding an (N+1)th ring to the hypothesis of including only

1It is important to note that the “first ring” is simply the ring found by the algorithms in
Section 4.1. While the first ring is often the most energetic ring, it should be remembered that this
is not always the case.
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Figure 4.3: Example Hough transform map for a two ring event. The peaks are the
directions of the two rings [21].

the N rings already found. The likelihood function for a hypothesis of N rings is:

LN =

NPMT∑
i

log

(
P (qobsi ,

N∑
j

αnq
exp
i,j )

)
, (4.8)

where αj is the weight for the j
th ring, which is adjusted with a minimum requirement

to maximize LN , and P (q
obs
i , qexpi ) is the probability of observing a charge qobsi in the

ith PMT when the expected charge is qexpi . If qexpi ≥ 20p.e., then this probability is

taken to be Gaussian:

P (qobsi , qexpi ) =
1√
2πσ2

exp

(
−(qobsi − qexpi )2

2σ2

)
, (4.9)

where σ =
√

1.44qexpi + (0.1qexpi )2. If qexpi < 20p.e., then the probability is computed

numerically based on a Poisson distribution. If LN+1 > LN , then the candidate ring

is added, up to a total of five rings. The multi-ring likelihood Lmulti = L2 − L1 is

shown for Sub-GeV and Multi-GeV events in Fig. 4.4.
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(a) Sub-GeV (b) Multi-GeV

Figure 4.4: Multi Ring likelihood Lmulti = L2 − L1 for Sub-GeV (left) and Multi-GeV
(right) events. The stacked hatched histrograms are MC, while the black dots
are Data.

4.3 Particle Identification

Once Cherenkov rings have been identified, each ring is classified as e-like (for

electrons and photons) or µ-like (for muons and charged pions). High energy elec-

trons passing through water loose energy through bremsstrahlung, while photons

loose energy through pair production. These processes lead to the creation of electro-

magnetic showers from high energy electrons or photons. Muons and charged pions,

conversely, loose energy mostly though ionization, and thus produce Cherenkov rings

which are sharper than those produced by electromagnetic showers. Representative

event displays of a 1 GeV electron and a 1 GeV muon are shown in Fig. 4.5.

Quantitatively, ring classification is performed by comparing the observed charge

to the expected charge under µ-like and e-like hypotheses. The expected charge in
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(b) Muon

Figure 4.5: Example event displays of a 1 GeV electron (left) and 1 GeV muon (right).
The Cherenkov ring associated with the muon is clearly sharper than that
associated with the electron.

the ith PMT due to a ring under each hypothesis is:

qexpi (e) = αef(Θi)

e
ri
L

×Qexp(pe, θi)×
(

R
ri

)1.5
+ qscatti , (4.10)

qexpi (µ) = αµf(Θi)

e
ri
L

×

 sin2 θxi

ri

(
sin θxi+ri

dθ
dx

∣∣∣
xi

) + qknocki

+ qscatti . (4.11)

where αe,µ are weights for the ring, f(Θi) is the PMT angular acceptance at incident

angle Θi, ri is the distance from the vertex to the ith PMT, and L is the light

attenuation length of the water. In the e-like expected charge, Qexp((pe, θi) is the

expected charge distribution based on MC for an electron track 16.9 m from the

wall as a function of momentum pe, and the angle θi between the direction of the

track and the direction from the vertex to the PMT. The factor (R/ri)
1.5 corrects

this expected charge distribution for the distance from the vertex to the PMT. In

the µ-like expected charge, the term in parentheses encodes the angular dependence

of expected charge, and also includes the effect of the non-zero track length of the

muon, with xi being the emitted position of the photon along the muon track, and
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the angle to the PMT θxi
being calculated based on this position instead of the fitted

vertex. The µ-like expected charge also accounts for “knock-on” electrons, which are

delta-rays produced by the ionizing muon. Finally, both expected charges account

for scattered light in the qscatti term.

The expected charge and observed charge are then used to compute a charge

pattern likelihood:

Lpattern
n (e, µ) =

∏
θi<1.5θC

P

qobsi , qexpi,n (e, µ

Nring∑
j 6=n

qexpi,j

 (4.12)

where the product is over all PMTs within a cone of angle 1.5θC around the ring

direction, and the probability is as defined in Eq. (4.9). The direction and opening

angle of both the µ-like and e-like hypotheses are adjusted to maximize this likelihood.

The likelihood is then converted into a χ2 parameter

χ2
n(e, µ) = −2 logLpattern

n (e, µ) (4.13)

which is then converted into a probability

P pattern
n (e, µ) = exp

(
−(χ2

n(e, µ)−min(χ2
n(e), χ

2
n(µ)))

2

2σ2
χ2
n

)
(4.14)

where σχ2
n
=

√
2N for the N PMTs include in Eq. (4.12).

If there is only a single Cherenkov ring, a second probability is calculated which

compares the reconstructed Cherenkov angle θobs to the expected angle θexp(e, µ)

based on the reconstructed e-like or µ-like momentum:

P angle(e, µ) = exp

(
−(θobs − θexp(e, µ))2

2σ2
theta

)
(4.15)
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(a) Sub-GeV (b) Multi-GeV

Figure 4.6: PID likelihood distributions for Sub-GeV (left) and Multi-GeV (right) events.
The black is Data, the red is oscillated MC, and the hatched histogram is
CCQE νe events.

where σ2
theta is the angle fitting uncertainty.

The product of the pattern and angle probabilities is then used as the final PID

likelihood:

P (e, µ) = P pattern(e, µ)× P angle(e, µ) (4.16)

where P angle(e, µ) = 1 is used if the event has more than one Cherenkov ring2 . The

final PID classifier is defined as:

LPID =
√

− logP (µ)−
√
− logP (e). (4.17)

Here positive values indicate a µ-like ring, while negative values indicate an e-like

ring. The distributions of LPID for Data and MC are shown in Fig. 4.6.

2Although the official PID reconstruction uses P (angle) for single ring events only, the µ-like and
e-like likelihoods for each ring can be found in official SK ROOT files both including angle information
(in PROBMS) and excluding angle information (in PRMSLG) for both single-ring and multi-ring events.
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4.4 Precise Vertex Reconstruction

For one-ring events, the PID information of the Cherenkov ring is used to improve

the vertex fit. The vertex position and ring direction are adjusted iteratively according

to the following procedure:

1. The vertex position is adjusted in the plane perpendicular to the direction of the

ring to maximize the time based goodness-of-fit used at the end of Section 4.1.

2. The vertex position is adjusted along the direction of the ring to maximize

Lpattern
n (α) defined in Eq. (4.12), with α set to the PID of the ring.

3. The direction of the ring is adjusted to maximize Lpattern
n (α) defined in Eq. (4.12),

with α set to the PID of the ring.

This process is then repeated based on the new vertex position and direction of the

ring, until the vertex moves less than 5 cm and the direction changes by less than

0.5◦ between successive iterations, up to a maximum of seven iterations.

4.5 Momentum Reconstruction

The momentum of each ring is estimated by summing up the observed charge

associated with each ring. The observed charge in each PMT is divided between the

reconstructed rings by:

qobsi,n = qobsi

qexpi,n∑
j

qexpi,j

. (4.18)
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The variable Rtot
j is then calculated for the jth ring as:

Rtot
j =

GMC

GDATA

 ∑
θi,j<70◦

−50ns<ti<250ns

(
qobsi,j e

ri
L
cosΘi

f(Θi)

)
−

∑
θi,j<70◦

Si

 (4.19)

where GMC and GDATA are the relative PMT gains for MC and data, respectively, ri

is the distance from the vertex to the ith PMT, L is the attenuation length of light in

water, Θi is the angle of incidence on the ith PMT, f(Θi) is the angular efficiency of

the PMT, Si is the expected scattered light in the ith PMT, and the summations are

done over hits within 70◦ of the ring direction and with a residual time ti between -50

ns and 250 ns. Rtot
j is then converted into momentum by comparing the Rtot values

for simulated particles of the reconstructed particle type with known momentum.

4.6 Ring Counting Correction

Once momentum is assigned to each ring, a correction is applied to remove low

energy mis-fit rings. A lower momentum ring is merged into a higher momentum ring

if:

• θi,j < 30◦ and pi cos θi,j < 60 MeV/c

where θi,j is the angle between the two rings, and pi is the momentum of the lower

energy ring. A ring is also removed if:

• pi < 50 MeV/c and pi/ptot < 0.05

where ptot is the sum of the momenta of all the rings.
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4.7 Decay Electron Search

Decay electrons are searched for out to 20 µs after a primary event trigger. As

described in Section 2.5.1, during SK I-III only 1.3 µs of data was recorded around a

trigger, so decay electrons must be searched for both in the primary event (these are

called “in-gate” decay electrons) and in the events just after the primary event (these

are called “sub-event” decay electrons). Sub-event candidates have at least 50 hits

(25 for SK-II) but no more than 2000 p.e. deposited (1000 p.e. for SK-II), and occur

between 1.2 µs and 20 µs after the primary event. In-gate candidates are found by

looking for 30 ns peaks in residual time above background. The background is µbckg

estimated by counting the hits in a short time window before the peak, and scaling

to the 30 ns time window of the peak. The fluctuation of this background is then

taken as σµ =
√
µbckg. A peak is accepted as a candidate if

• Npeak − µbckg ≥ 50 (25 for SK-II)

and

• Npeak−µbckg

σµ
> 6.63 (5.17 for SK-II)

where Npeak is the number of hits in the 30 ns window around the peak. As described

in Section 2.5.2, the SK-IV DAQ records 40 µs of data around each SHE trigger, so

all decay electrons in SK-IV are in-gate.

Each candidate decay electron is then run through a time based fitter which

searches for a decay vertex minimizing G~x,1 defined in Eq. (4.2). Residual time is

then defined according to this decay vertex, and the number of hits in a 50 ns residual

time window around the candidate is defined as N50. Candidates are chosen as decay

electrons if G~x,1 > 0.5 and N50 > 30 (16 for SK-II).
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During SK I-III, a cabling impedance mismatch resulted in reflections which

caused some fake hits around 1 µs after real hits. As a result, in SK I-III the time

between 800 and 1200 ns after a primary event cannot be searched for decay elec-

trons. This impedance mismatch was fixed during the electronics upgrade for SK-IV,

so this region can be searched in SK-IV, leading to improved decay electron tagging

efficiency for SK-IV over SK I-III. The efficiency, as measured by MC, is 80% for µ+

and 63% for µ− in SK I-III, and 96% for µ+ and 80% for µ− in SK-IV. The reduced

efficiency for µ− is due to µ− capturing on Hydrogen or Oxygen instead of decaying.

4.8 π0 Reconstruction

If perfectly reconstructed, a π0 should be seen as two e-like rings, one for each

gamma from the π0 → γγ decay (τ = 8.4 × 10−17 s). However, sometimes only one

e-like ring will be reconstructed, due to one of the gammas being low energy or a

significant overlap between the two gammas. The π0 (POLFIT) fitter is applied to all

events for which the first ring has a reconstructed energy greater than 30 MeV. It is

a likelihood based fitter which adjusts the momentum and angular separation of two

gammas to maximize the likelihood of the observed charge distribution.

An additional π0 fitter is applied to SK-IV events, which is based on the separate

reconstruction package fiTQun. This package performs all event reconstruction based

on a maximum likelihood method, comparing observed charge and times of hits to

those expected for particular event detail. A detailed description of fiTQun can be

found in [22].
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4.9 Neutron Tagging

When a neutron is produced by an interaction in the SK tank, it thermalizes, and

is then captured by an oxygen or hydrogen nucleus. As the cross sections for these

capture processes are 0.19 mb and 0.33 b respectively, almost all the neutrons are

captured by hydrogen, with a characteristic capture time of 204.8±0.4µs [23]. This

then results in the emission of a 2.2 MeV γ-ray:

n+ p→ d+ γ (2.2 MeV) (4.20)

The γ-ray Compton scatters off electrons in the water, accelerating some of them

above Cherenkov threshold. Therefore, neutrons can be identified by detecting the

Cherenkov light induced by the presence of these 2.2 MeV γ-rays, which each produce

about 7 hits in SK. As described in Section 2.5.2, neutron tagging is performed only

on SK-IV data, because its O(100µs) lifetime requires the long AFT trigger which

was introduced with the software trigger of SK-IV.

Neutron tagging is performed as a two-step process. The around 7 Cherenkov

photons from an electron Compton scattered by a 2.2 MeV γ are emitted in a very

short time period of less than a few nano-seconds. The first step in the neutron tagging

process is therefore to search in time for clusters of hit PMTs. These clusters are

chosen as candidate neutron captures, and during the second step a neural network

is used to differentiate real neutron capture candidates from fake neutron capture

candidates. For a detailed description of this algorithm and its development please

see [24].
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4.9.1 Step One: Initial Neutron Candidate Selection

To search for clusters of hits in time, each hit is first Time-of-Flight corrected based

on the reconstructed primary event vertex to give a residual time. A 10 ns sliding

window is then used to search for clusters of hits in residual time. If there are seven

or more hits in the 10 ns window, the cluster is selected as a neutron candidate. The

number of hits in the 10 ns sliding window is defined as N10, and the residual time of

the first hit is defined as t0. If multiple candidates are found with t0’s within 20 ns of

each other, only the candidate with the larger N10 is considered. This is done to avoid

double counting the same neutron capture as multiple candidates. Additionally, if N10

is larger than 50 or the number of hits in a 200 ns window around the candidate (N200)

is larger than 200, the candidate is rejected as such a large number of hits is likely

to be caused by a high energy particles such as a cosmic ray muon passing through

the detector. The distributions of N10 for signal and background from simulation are

shown in Fig. 4.7.

PMT after-pulsing, which occurs between 12 and 18 µs, creates a slight increase

in hit rate in the detector as seen in Fig. 4.8, and is not modeled by SKDETSIM. The

neutron search is therefore begun 18 µs after the primary trigger, in order to avoid

after-pulsing. This reduces the coverage of neutron captures from 93% to 84%.

4.9.2 Additional Neutron Reconstructions

Once neutron candidates are selected, two additional reconstruction tools are used

to attempt to estimate the location of the neutron capture. The first is a reconstruc-

tion tool that has been used for the solar neutrino analyses in SK, called BONSAI.

BONSAI reconstruction uses the timing information of PMT hits in a 1.3 µs time win-

dow. It performs an iterative vertex search, with multiple search branches fanning
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Figure 4.7: Values of N10 used to select initial 2.2 MeV candidates. Background increases
exponentially as N10 threshold is reduced. [24]
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Figure 4.8: Hit rates over the course of an event, taken from the average of all SK4 events.
Note the suppressed zero on the x-axis. The falling exponential on the left of
the plot is due to decay electrons. The increase due to PMT after-pulsing in
the 12 to 18 µs region can be clearly seen. After the PMT after-pulsing the
hit rate is very flat and consistent for the rest of the event window.
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out from a starting position. Branches are stopped and “pruned” when the goodness

of fit for the particular branch drops below a certain level. In this application, the

reconstructed primary event vertex is used as the starting point for BONSAI.

The second reconstruction tool is called Neut-Fit. Neut-Fit is a simple vertex

fitter and uses the timing information of the hits within the 10 ns time window. A

shrinking grid search method is used to minimize trms, defined as

trms(~x) =

√∑N10

i (ti − tmean)2

N10

, (4.21)

where tmean =
∑N10

i ti/N10, and ti is the hit time after ToF subtraction to vertex ~x.

The search grid is constricted as the search goes on until the space between points on

the grid is 0.5 cm. Neut-Fit is applied twice, first with a constraint that the Neut-Fit

vertex must be within 2 m of the primary event vertex. Hits are then TOF corrected

to this neutron vertex, and these residual times are used for the calculation of neural

net variables described below. Second, Neut-Fit is applied with no constraint beyond

the vertex being in the SK tank. This second Neut-Fit vertex is used for variables in

the neural net which compare this vertex to the BONSAI and APFit vertices.

4.9.3 Step 2: Final Selection with Neural Network

Following the initial candidate selection, a neural network is used to separate

the neutron capture signal from background. Neural networks are a machine learn-

ing based tool used in various applications and are especially well suited to pattern

recognition problems. They are commonly used as a tool for signal-background clas-

sification in particle physics. For this analysis, the ROOT class TMLP is used to

implement a feed-forward Multi-Layer Perceptron [25].

A Multi-Layer Perceptron consists of an input layer, output layer, and at least
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Figure 4.9: Representative structure of a neural network. The circles are neurons, and
the lines are synapses. Taken from [26].

one “hidden” layer. Each layer consists of a number of nodes called “neurons”, which

are connected to the layers before and after by weighted links called “synapses”. This

general structure is shown in Fig. 4.9. At each neuron, the outputs of the previous

later, which can be described by the vector ~u, are combined into a linear combination

λ(~u). At hidden layers, the linear combination is fed to an activation function f(λ(~u)),

which gives the output of the neuron and is passed along to the next layer. In the

application to neutron tagging, the sigmoid function is used:

f(λ(~u)) =
1

1 + eλ(~u)
. (4.22)

This function can be though as a cut with “gray area”. If λ(~u) � −1 or λ(~u) � 1,

the sigmoid function returns 0 or 1, respectively. In the region around λ(~u) = 0, the

sigmoid function transitions smoothly from 0 to 1, with the values of 0 and 1 assigned

to the two categorize of events that need to be separated.
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Neural networks are trained by feeding them examples for which the correct clas-

sification is already known. An optimization technique is then used to adjust the

weights in the network to minimize error on the network output. The neutron tag-

ging application uses the Broyden, Fletcher, Goldfar, Shanno (BFGS) method, and

the network is trained on 250 years of atmospheric neutrino MC. In the simulation of

primary events, uncorrelated PMT dark noise is the only source of background hits

simulated by SKDETSIM. There are other low energy background sources in the detec-

tor, such as radioactive decays from the surrounding rock, radon contamination in

the water, and radioactive contaminants in the tank structure, but these backgrounds

have no effect on the reconstruction of higher energy particles, so it is unnecessary to

properly simulate them for the study of atmospheric neutrinos. However, such low

energy backgrounds could mimic the signal of a 2.2 MeV gamma from neutron cap-

ture, which produces only around 7 hits in the detector. It is therefore necessary to

accurately include these low energy background in the simulation. To do this, about

1.9 million periodic trigger events with gates of 1 ms were recorded in 2009. For

each MC event, PMT dark noise was simulated by SKDETSIM up to 18 µs. After 18

µs, the simulated dark noise is replaced by real hits from the periodic trigger events.

The hits after 18 µs thus come from either simulated neutron captures, or hits from

the periodic trigger events. The 900 ns channel dead-time of the SK-IV digitizer is

modeled by removing any hit with a previous hit less than 900 ns before it. This

hybrid MC technique is shown in Fig. 4.10. The 500 years of MC produced contains

about 2.5 million FC events, so some of the periodic trigger events must be shared

between two MC events. However, since the periodic trigger window is 1 ms while

only 517 µs of periodic trigger hits are needed for each MC event, this sharing is done

with an overlap of only 34 µs between MC events which take their background hits

from the same periodic trigger event.
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Figure 4.10: Construction of the MC simulation. After 18 µs, dummy trigger data is
convoluted with simulated PMT hits from neutron capture events.

In the MC, each neutron candidate is assigned a MC truth as either a true or

fake candidate based on the time from t0 to the nearest true neutron capture. If this

time is less than 100 ns, the candidate is labeled as true, if it is greater than 100

ns it is labeled as false. Fig. 4.11 shows the difference in time between each neutron

candidate and the nearest true neutron capture in the MC. The flat tail is assumed to

represent the background rate of fake candidates, while the excess on top of this flat

rate near zero corresponds to true neutron candidates. By extrapolating the stable

background rate to continue under the region around zero where the true neutron

candidates appear, it is estimated that about 0.4% of neutrons labeled in MC truth

as true candidates are in fact fake, while 0.07% of true neutron candidates are labeled

in MC truth as fake. Based on MC truth, the simulation indicates an efficiency of

32.7% for the candidate selection with a background rate of 4.4 fake candidates per

event.

The neutron tagging neural net has a structure of 16:14:7:1, meaning that there

are 16 input variables, two hidden layers with 14 and 7 neurons, respectively, and one

output variable. The decision of whether a neutron candidate shall be tagged as a

neutron or not is based on a cut on the neural net output. The sixteen input variable

are shown in Fig. 4.13, and can be broken into five categories:
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Figure 4.11: Difference in time between neutron candidates and nearest true neutron cap-
ture in MC. The flat tail is assumed to be the background candidate event
rate, which the spike above the background rate near 0 is due to true neutron
candidates. The dotted black line represents the cut dividing true neutron
candidates from fake neutron candidates.

• Variables related to the number and locations of hits:

– N10: The variable N10 is the maximum number of hits in a 10 ns sliding

window around the 2.2 MeV γ-ray candidate.

– θmean: The direction of the Compton scattered electron is reconstructed

as the vector sum of the directions from the primary neutrino vertex to

each hit in the 10 ns window. Opening angles to each hit PMT are then

calculated from this direction. The variable θmean is the average opening

angle to the hit PMTs.

– φrms: The variable φrms is computed by calculating the azimuthal angle

of each hit with respect to the reconstructed direction of the Compton

scattered electron. The azimuthal angle between consecutive hits in az-

imuth are then calculated. The variable φrms is the RMS of these angular

differences.

– Nc: The variable Nc is the number of hits in “clusters.” Clusters are

defined based on the opening angles between hits, viewed from the recon-
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structed primary event vertex. Clusters are built starting with a single hit.

Hits are then added to the cluster iteratively according to the following

rule: if a hit is within 14.1◦ of any hit in a cluster, it is added to the cluster.

The number of clustered hits, Nc is defined as the total number of hits in

clusters of 3 or more hits.

– Nlow: The variable Nlow is the number of “low probability” PMT hits.

The probability to detect a photon from a γ-ray for each PMT is defined

as follows:

Ai =
f(Θi)

R2
i

e−Ri/L, (4.23)

ATotal =
∑
i

Ai, (4.24)

Pi =
Ai

ATotal

(4.25)

where f(Θi) encodes the angular dependence of the PMT detection effi-

ciency, Ri is the distance from the primary interaction vertex to PMT i,

and L is the light attenuation length of the water. In order to define a

low probability PMT, a threshold is defined, which depends on the ver-

tex location in the detector as shown in Fig. 4.12. The probability value

of each PMT is summed starting from the highest value. The running

probability sum is compared with a threshold. When the sum exceeds the

threshold, the last PMT added and the remaining PMTs are regarded as

low probability PMTs. The threshold is vertex position dependent since

the probability can become large if the vertex is close to the wall. In such

a case, most of the PMTs are identified as low probability PMTs. The

threshold values are set to avoid this situation. Nlow is then the number
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of hits in low probability PMTs.

– N300: The variable N300 is the number of hits in a 300 ns window around

the candidate.

• Variables related to the timing of hits:

– trms: The variable trms is the root-mean-square of the residual time of the

hits in the 10 ns time window.

– t3rms: The variable t3rms is the minimum root-mean-square of the residual

time of three consecutive hits in the 10 ns time window.

– t6rms: The variable t
6
rms is the same as t3rms, except for six consecutive hits.

• Variables related to the BONSAI fit:

– EBonsai: The variable EBonsai is the energy of the candidate reconstructed

by Bonsai.

– dwall
Bonsai: The variable d

wall
Bonsai is the distance from the reconstructed Bosai

vertex ~xBonsai to the nearest wall.

• Variables related to Neut-fit:

– dwall
Neut−fit: The variable dwall

Neut−fit is the distance from the reconstructed

Neut-fit vertex ~xNeut−fit to the nearest wall.

– ∆N10: The variable ∆N10 is the difference between N10 calculated based

on the Neut-fit vertex, and N10 calculated based on the primary vertex.

– ∆trms: The variable ∆trms is the difference between trms calculated based

on the primary neutrino vertex, and trms calculated based on the Neut-

fit vertex. Note that when trms is recalculated using the Neut-Fit vertex,
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Figure 4.12: The varying acceptance requirements for the Nlow cut, shown as a function
of tank coordinates. [24]

additional hits can be moved into the 10 ns window, which can have the

effect of increasing trms. This means that sometimes ∆trms can be negative.

• Variable related to fit agreement:

– |~xBonsai − ~xNeut−fit|: The distance between the Bonsai vertex and the

Neut-fit vertex.

– |~xprimary − ~xNeut−fit|: The distance between the Neut-fit vertex and the

primary vertex.

The neural net output for both signal and background are shown in Fig. 4.14.

The cut value on the neural net output is chosen (rather arbitrarily) to be 0.832;

candidates with a neural net output greater than this value are tagged as neutron.

Based on MC, this results in a tagging efficiency of 21.7% with a background rate of

0.018 fake neutron tags per primary event, and 97.1% of neutron tags correspond to

real neutron captures.
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Figure 4.13: Neural network input variables. Signal MC candidates are shown in green,
background candidates in blue, and total MC in red. Data is shown in black
dots.
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and data (black).



Chapter 5

Atmospheric Neutrino Analysis

Atmospheric neutrinos provide both a rich data set to be studied for understanding

neutrino oscillations, and a background to searches for rare processes, such as nucleon

decay or dark matter searches. In this chapter, I will discuss the theory and current

experimental status of neutrino oscillation and atmospheric neutrino production. I

will also present a search for signs of Earth matter effects in atmospheric neutrino

oscillations.

5.1 Neutrino Mixing

5.1.1 In Vacuum

Neutrinos mixing is a result of neutrino eigenstates of the weak interaction being

different from neutrino mass eigenstates. The flavor eigenstates να are related to the

mass eigenstates νi by:

|να〉 =
3∑
i

U∗
α,i|νi〉, (5.1)
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where U is the 3x3 Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [27, 28]

U =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδCP

0 1 0

−s13eiδCP 0 c13



×


c12 s12 0

−s12 c12 0

0 0 1

 . (5.2)

Here cij = cos θij, sij = sinθij . Propagation of these states according to their vacuum

Hamiltonian leads to the standard oscillation formula for relativistic neutrinos in

vacuum [13, 29]

P (να → νβ) = δαβ − 4
∑
i>j

<(U∗
αiUβiUαjU

∗
βj) sin

2∆ij

± 2
∑
i>j

=(U∗
αiUβiUαjU

∗
βj) sin 2∆ij, (5.3)

where

∆ij =
1.27∆m2

ij(eV
2)L(km)

E(GeV)
,

∆m2
ij = m2

i − m2
j and the sign before the second summation is positive for neu-

trinos and negative for anti-neutrinos. Neutrino mixing in vacuum is thus fully de-

scribed by six parameters: the three mixing angles θ13, θ12, θ23, the two mass splittings

∆m2
21,∆m

2
32, and the CP-violating phase δCP . The sign of θ23 is often referred to as

the hierarchy, with “normal” implying θ23 > 0 and “inverted” implying θ23 < 0.
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5.1.2 Experimental Status of Parameters

The measurement of neutrino mixing parameters has mainly proceeded from ex-

periments using four types of neutrino sources: atmospheric neutrinos, long-baseline

neutrino beams, reactor neutrinos, and solar neutrinos. While other neutrino sources

such as geo-neutrinos, astrophysical neutrinos, and neutrinos from short-baseline neu-

trino beams have been observed and involve very interesting physics, the measure-

ment of the three mixing angle and two mass splitting is based on the four sources

mentioned above.

• Atmospheric neutrino experiments are sensitive mainly to θ23 and |∆m2
32|, through

the disappearance of upward going muon neutrinos. Super-Kamiokande [30, 31],

MINOS [32] and IceCube [33] have performed oscillation analyses and measured

sin2 θ23 ≈ 0.5 and |∆m2
32| between 2 × 10−3 eV2 and 3 × 10−3 eV2. The con-

straints on sin2 θ23 and |∆m2
32| from atmospheric neutrinos are shown along with

constraints from long baseline experiments in Fig. 5.1. Atmospheric neutrino

oscillations and their (mild) sensitivity to other parameters will be discussed in

more detail in Section 5.3.

• Long-baseline neutrino beam experiments, with baselines from 100 km to 1000

km, are sensitive to θ23 and |∆m2
32| through muon neutrino disappearance, and

to θ13 through electron neutrino appearance. These muon neutrino beams result

from the decay-in-flight of charged pions produced from smashing a proton beam

on a target. K2K [34], MINOS [35], T2K [36], and NOνA [37] have all made

muon neutrino disappearance measurements of θ23 and |∆m2
32|, which are in

good agreement with each other and atmospheric neutrino measurements (see

Fig. 5.1). T2K [36] and NOνA [38] also have both observed electron neutrino

appearance in their muon neutrino beams, and T2K has used this appearance
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to make a measurement of sin2 θ13 = 0.042+0.013
−0.021(fornormalhierarchy) which

is in agreement with the higher precision measurements of reactor neutrino

experiments. OPERA [39], meanwhile, has observed the appearance of electron

neutrinos to which muon neutrinos predominately oscillate at a significance of

greater than 5σ.

• Reactor neutrino experiments examine the number and spectrum of electron

anti-neutrinos produced by nearby nuclear reactors. There are two types of re-

actor neutrino experiments: those which detect neutrinos predominately from

a nearby reactor (or group of reactors) at baselines of about 100 m, and Kam-

LAND, which detected neutrinos from multiple reactors at baselines of about

100 km.

– The first group of reactor experiments are sensitive to θ13 and |∆m2
32|

through the disappearance of electron anti-neutrinos. Daya Bay [40],

RENO [41], and Double Chooz [42] have all made high precision mea-

surements of θ13. Daya Bay’s measurement is the most precise, finding a

value of sin2 θ13 = 0.0214 ± 0.0013[40]. Measurements from RENO and

Double Chooz are in agreement with Daya Bay, with slightly larger error

bars [41, 42]. Measurements of |∆m2
32| by RENO and Daya Bay are in

agreement with the values found by atmospheric and long baseline exper-

iments.

– KamLAND [43] has measured electron anti-neutrinos from reactors around

Japan, at an effective baseline of 180 km (flux-weighted average). Kam-

LAND is sensitive to ∆m2
12 and θ12 through electron anti-neutrino disap-

pearance, and has measured these parameters to be ∆m2
21 = 7.58+0.21

−0.20 ×

10−5 eV2 and sin2 θ12 = 0.36+0.05
−0.04[43]. The value of sin2 θ12 is in good
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agreement with solar neutrino experiments, while there is a mild tension

between the value of ∆m2
12 measured by KamLAND and that measured

by solar neutrino experiments.

• Solar neutrino experiments are sensitive to ∆m2
21 and θ12 through measuring

a deficit of solar electron neutrinos. SK [44] and SNO [45] have both made

measurements of ∆m2
12 and θ12, and their results are generally consistent with

the results from KamLAND, though with a slight tension in the value of ∆m2
12.

A comparison of the solar neutrino experiments and KamLAND constraints is

shown in Fig. 5.2. Note that solar experiments are sensitive to both the magni-

tude and sign of ∆m2
21. This sensitivity comes from matter effects in the Sun,

which break the degeneracy in the sign of the mass splitting (see Section 5.1.3).

In fact, at the about 5-10 MeV energies of solar neutrinos and around 100

g/cm3 density of the center of the Sun, νe is nearly the same as the second

energy eigenstate. As electron neutrinos produced by nuclear reactions inside

the Sun move outward, the density around them changes very slowly. There-

fore, their quantum state evolves adiabatically, meaning that when neutrinos

reach the vacuum of space they are very nearly in the ν2 mass eigenstate. After

traveling to the earth, solar neutrino experiments are thus roughly measuring

the flavor makeup of this mass eigenstate.

While there has been significant progress in the measurement of neutrino oscilla-

tion parameters, there are still a few remaining questions to be answered:

• What is the mass hierarchy? The sign of ∆m2
32 remains unknown. As

can be seen in Eq. (5.3), ∆m2
32 enters into the vacuum oscillation probabilities

only in the terms sin2∆32 and sin 2∆32, which are symmetric over a sign flip

of ∆m2
32. The question of it’s sign is often termed the mass hierarchy, with
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“normal” denoting m3 >> m2 > m1, and so ∆m2
32 > 0, and “inverted” denot-

ing m2 > m1 >> m3, and so ∆m2
32 < 0. 1 Some mild sensitivity to hierarchy

can appear in vacuum oscillations due to the interference between ∆m2
32 and

∆m2
31 terms, but most experiments acquire sensitivity to hierarchy predomi-

nately through matter effects. While hints supporting the normal hierarchy

have begun to appear around the 1 to 2 σ level in SK atmospheric and T2K

and NOνA LBL results, this question will likely require the next generation of

neutrino experiments to be completely resolved. The sensitivity of atmospheric

neutrinos to the mass hierarchy will be discussed in Section 5.3.

• What is the value of δCP? A non-zero value of sin δCP would be of great

interest, as it would be the first experimental evidence of leptonic CP violation,

which could help explain the baryon asymmetry of the Universe. Similar to

the mass hierarchy situation, a mild preference for non-zero δCP has begun to

emerge from SK atmospheric and T2K and NOνA LBL data, but the final

resolution of this question is likely to require next generation experiments.

• What is the octant of θ23? Is θ23 mixing maximal? The octant of θ23

refers to whether θ23 <
π
4
(first octant) or θ23 >

π
4
(second octant). A value

of exactly θ23 = π
4
is called maximal mixing, and would result in the ν3 mass

eigenstate being equal parts νµ and ντ
2. T2K, NOνA, and SK are all currently

consistent with maximal mixing.

Other as yet unanswered questions in neutrino physics include (but are not limited

to):

1It is sometimes stated that the term “mass hierarchy” should include a third choice in addition
to the two in the text: degenerate, where m1 ≈ m2 ≈ m3 � |m3 −m2|. The binary choice in the
text is then referred to as the ”mass ordering”. In this thesis, the term mass hierarchy will be used
for the binary choice.

2This would also be true for the ν1 and ν2 mass eigenstates if δcp = 0.
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• Are neutrinos Dirac or Majorana? Besides neutrinos, all fermions in the

standard model are Dirac particles, meaning that they are distinct from their

antiparticle. Neutrinos could Majorana fermions, meaning that they are their

own antiparticle3. Majorana neutrinos can be searched for by studying the

endpoint of the double beta decay electron energy spectrum. A bump at the

endpoint of the spectrum would be an indication of neutrinoless double beta

decay (0νββ) which would mean that neutrinos are Majorana.

• What is the absolute mass scale of neutrinos? Although the neutrino

mass splittings are well measured, and indicate that at least two of the neutrino

mass states must have non-zero mass, the absolute neutrino mass scale is not

yet completely pinned down. Study of the H3 β-decay spectrum has thus far

yielded results consistent with mν = 0, with and upper limit of mν < 2.05

eV at 95% confidence [46], with next generation experiments aiming to reach

sensitivities of mν ∼ 0.2 eV. Cosmological fits to the CMB, supernovae data,

and Baryon Acoustic Oscillations data give an upper limit
∑

j mj < 0.23 eV

[1].

• Is there a sterile neutrino? Measurement of the invisible Z decay width at

LEP has shown that there are only 3 neutrino species with mass under half the

Z mass which couple to the Z (and can thus participate in the decay Z → νν).

There could, however, be additional potentially heavy “sterile” neutrinos which

do not interact under the weak interaction. Sterile neutrinos which mix with

active neutrinos with a mass splitting around 1 eV could explain anomalies

3In this thesis, I will often discuss, and even rely on, different behaviors of neutrinos and an-
tineutrinos. Naively, these arguments would appear to be void in the case of a Majorana neutrino.
However, all of these arguments in fact rely simply on chirality, left-handed for a neutrino, and right-
handed for an anti-neutrino. In the case of a Majorana neutrino, “neutrino” can be thought of as
shorthand for “left-handed neutrino”, and “antineutrino” as shorthand for “right-handed neutrino”.
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Figure 5.1: 90% C.L. constraints on sin2 θ23 and ∆m2
32 from atmospheric and LBL exper-

iments. Taken from [30].

seen in the short-baseline neutrino experiments LSND [47] and MiniBooNE [48].

These anomalies continue to be investigated, and more data will be required to

confirm, or rule out, the existence of sterile neutrinos.

5.1.3 In Matter

When neutrinos travel through matter, the effective Hamiltonian is modified from

its vacuum form due to the difference in the forward scattering amplitudes of νe and

νµ,τ (presented here in the mass eigenstate basis):

Hmatter =


m2

1

2E
0 0

0
m2

2

2E
0

0 0
m2

3

2E

+ U †


a 0 0

0 0 0

0 0 0

U, (5.4)

where a = ±
√
2GFNe, GF is the Fermi constant, Ne is the electron density, U is

the PMNS matrix, and the plus sign is for neutrinos while the minus sign is for
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Figure 5.2: Comparison of solar and KamLAND allowed regions. Filled regions give the
3σ confidence levels. The red is a combined fit of SNO and Super-K solar
results.

antineutrinos. Following [49], the matrix X, whose row vectors are the propagated

mass eigenvectors, can be written as:

X =
∑
k

[∏
j 6=k

2EHmatter −M2
j I

M2
k −M2

j

]
exp

(
−iM

2
kL

2E

)
, (5.5)

where the M2
i /2E are the eigenvalues of the constant-density matter Hamiltonian

Hmatter, and I is the identity matrix. The oscillation probability can then be written

as:

P (να → νβ) = |(UXU†)αβ|2. (5.6)
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The eigenvalues were found in [49] (with sign error corrected4.) to be:

M2
i = −2

3
(α2 − 3β)1/2 cos

[
1

3
arccos

(
2α3 − 9αβ + 27γ

2(α2 − 3β)3/2

)]
+m2

1 − α/3, (5.7)

where

α = −2aE +∆m2
21 +∆m2

31, (5.8)

β = ∆m2
21∆m

2
31 − 2aE[∆m2

21(1− |Ue2|2) + ∆m2
31(1− |Ue3|2)], (5.9)

γ = −2aE∆m2
21∆m

2
31|Ue2|2. (5.10)

The argument 1
3
arccos

(
2α3−9αβ+27γ
2(α2−3β)3/2

)
can take an infinite number of distinct values in

steps of 2π/3. This means that cos
[
1
3
arccos

(
2α3−9αβ+27γ
2(α2−3β)3/2

)]
can take three different

values (one for each value of the argument between −π and π. This three values

correspond to the three distinct values of M2
i .

While the above Eqs. (5.5) to (5.7) give an exact solution for the oscillation prob-

ability in matter, they are quite opaque. An easier to understand approximation can

be found by approximating the matrix Ũ which diagonalizes the matter Hamiltonian

(in flavor basis):

Hflav
matter = Ũ


λ1

2E
0 0

0 λ2

2E
0

0 0 λ3

2E

 Ũ † = U


m2

1

2E
0 0

0
m2

2

2E
0

0 0
m2

3

2E

U † +


a 0 0

0 0 0

0 0 0

 . (5.11)

Effective mixing angles θ̃23, θ̃13, and θ̃12 can then be found from Ũ , and effective mass

splittings from ∆m̃2
ij = λi − λj. These effective mixing angles and splittings can

4This sign error manifests in the sign of the 2aE terms in Eqs (5.8) to (5.10). It is the result of
the sign of the matter potential being flipped in Eq. (5) of [49]. This error was corrected by Bethe
in [50]
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then replace the vacuum mixing angles and splittings in Eq. (5.3) to give oscillation

probabilities in matter.

In [51], an analytic approximation is found using the Jacobi method. The resulting

effective mixing angles leave θ23 and δ unaffected, and give

sin2 2θ̃12 ≈ sin2 2θ12
sin2 2θ12+(cos 2θ12∓aE/ξ12)2

, (5.12)

sin2 θ̃12 ≈ 1
2
− cos 2θ12∓aE/ξ12

2
√

sin2 2θ12+(cos 2θ12∓aE/ξ12)2
, (5.13)

sin2 2θ̃13 ≈ sin2 2θ13
sin2 2θ13+(cos 2θ13∓aE/ξ13)2

, (5.14)

sin2 θ̃13 ≈ 1
2
− cos 2θ13∓aE/ξ13

2
√

sin2 2θ13+(cos 2θ13∓aE/ξ13)2
, (5.15)

where ξ12 = ∆m2
21/c

2
13 and ξ13 = ∆m2

31 − ∆m2
21s

2
12, the minus sign is for neutrinos,

and the plus sign is for antineutrinos.

The effective mixing angles in matter are shown in Fig. 5.3, where dome interesting

behaviors can be observed. First, as a sanity check, when aE/ξij → 0, sin2 2θ̃ij →

sin2 2θij. At the other extreme, when |aE/ξij| � 1, sin2 θ̃ij → 0 or 1, depending

on the sign of ξij and whether neutrino or antineutrinos are being considered. In

between these two extremes, when |aE/ξij| ∼ cos 2θij, a resonance can occur where

sin2 2θij ≈ 1. Note that this resonance will occur for either neutrino or antineutrinos,

depending on the sign of ξij. This will be discussed in relation to the effect of mass

hierarchy on amtospheric neutrinos in Section 5.3.

5.2 Atmospheric Neutrino Flux

In this thesis, the main source of neutrinos discussed will be atmospheric neutri-

nos. When primary cosmic rays, which consist mostly of protons and helium nuclei,

collide with nuclei in the Earth’s atmosphere, hadronic showers are produced. These
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Figure 5.3: Effective mixing angles in matter for neutrinos (left), and antineutrinos
(right). Regresentative values of aE are also shown for atmospheric neu-
trinos in the Earth’s mantle (Eν ∼ 1 GeV, ρ ∼ 5 gm/cm3), long baseline
neutrino beams in the Earth’s crust(Eν ∼ 1 GeV, ρ ∼ 3 gm/cm3), reactor
antineutrinos in the Earth’s crust (Eν ∼ 4 MeV, ρ ∼ 3 gm/cm3), and solar
neutrinos in the Sun’s core (Eν ∼ 10 MeV, ρ ∼ 150 gm/cm3)

hadronic showers consist predominantly of pions, along with some kaons. The decay

of charged pions leads to atmospheric neutrinos via

π± → µ± + νµ(ν̄µ) (5.16)



88

Figure 5.4: Atmospheric neutrino flux as a function of neutrino energy, at Kamioka. [52]

with the muon then decaying to produce additional atmospheric neutrinos through

µ± → e± + ν̄µ(νµ) + νe(ν̄e). (5.17)

From these two processes, we can make a few approximations concerning the atmo-

spheric neutrino flux at energies around 1 GeV and lower.

φ(νµ) + φ(ν̄µ)

φ(νe) + φ(ν̄e)
∼ 2 (5.18)

φ(νµ)

φ(ν̄µ)
∼ 1 (5.19)

φ(νe)

φ(ν̄e)
∼ φ(µ+)

φ(µ−)
. (5.20)

The atmospheric neutrino flux at Kamioka as a function of neutrino energy is shown

in Fig. 5.4.
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5.3 Atmospheric Neutrino Oscillations

Atmospheric neutrinos cover a wide range of energies, baselines and matter den-

sities. Neutrino energy ranges from hundreds of MeV to hundreds of TeV, baseline

ranges from tens of km (for a neutrino from directly overhead) to over 10,000 km (for

a neutrino from the other side of the earth), and matter densities range from basically

vacuum (for neutrinos from above) to 13 g/cm3 for neutrinos passing through the core

of the Earth. Oscillograms of atmospheric neutrino oscillations are shown in Fig. 5.5.

A few regions of interest are visible in these oscillograms. First, note that for

neutrinos coming from above the horizon (cos θz > 0), sin2∆21 � 1, sin2∆31 ≈

sin2∆32 and so we have the approximations:

(For cos θz > 0)

P (νe → νe) ∼= 1− sin2 2θ13 sin
2

(
1.27∆m2

31L

E

)
(5.21)

P (νµ → νµ) ∼= 1− 4 cos2 θ13 sin
2 θ23(1− cos2 θ13 sin

2 θ23) sin
2

(
1.27∆m2

31L

E

)
(5.22)

P (νµ ↔ νe) ∼= sin2 θ23 sin
2 2θ31 sin

2

(
1.27∆m2

13L

E

)
. (5.23)

Since θ13 is small, we can also make the approximations that sin2 θ13 ≈ 0 and

cos2 θ13 ≈ 1, giving:

(For cos θz > 0)

P (νe → νe) ∼= 1 (5.24)

P (νµ → νµ) ∼= 1− sin2 2θ23 sin
2

(
1.27∆m2

31L

E

)
(5.25)

P (νµ ↔ νe) ∼= 0, (5.26)
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(a) P (νµ → νµ) (b) P (νµ → νe)

(c) P (ν̄µ → ν̄µ) (d) P (ν̄µ → ν̄e)

Figure 5.5: Oscillation probabilities for neutrinos (upper panels) and antineutrinos (lower
panels) as a function of energy and zenith angle assuming a normal mass
hierarchy. Matter effects in the Earth produce the distortions in the neutrino
figures between 2 and 10 GeV, which are not present in the antineutrino
figures. For an inverted hierarchy the matter effects appear in the antineutrino
figures. Here the oscillation parameters are taken to be ∆m2

32 = 2.5×10−3eV2,
sin2θ23 = 0.5, sin2θ13 = 0.0219, and δCP = 0.
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indicating no oscillation of νe, and oscillation of νµ only to ντ , with the maximum

oscillation probability controlled by the value of θ23. However, for cos θz > 0.25 with

Eν > 1 GeV, or cos θz > 0 with Eν > 10 GeV, we can make the additional ap-

proximation that sin2∆31 ≈ sin2∆32 � 1, and so there is no oscillation of neutrinos

observed. Coupled with the reduced correlation between lepton and neutrino direc-

tions at energies below 1 GeV (often this is described as a lack of “pointing”), this

means that downward going atmospheric neutrinos generally provide information on

the normalization of the neutrino flux, not precise information on the values of the

neutrino mixing parameters.

Next, we can consider neutrinos from below the horizon (cos θz < 1). For neutrinos

below about 400 MeV, both ∆21 and ∆31 oscillations contribute, as can be seen in

Fig. 5.5. However, because of the lack of pointing at these energies, these effects are

averaged out, and are thus very difficult to observe in atmospheric neutrino data.

For energies above about 400 MeV but below about 6 GeV, ∆21 oscillations are

mostly suppressed due to matter effects. In this regime, matter effects combined with

small θ13 lead to νe ≈ ν̃2 for neutrinos, and νe ≈ ν̃1 for antineutrinos. This can be

understood be realizing that in this regime aE � δm2
21, aE � δm2

31, so that the

matter effect part of the Hamiltonian dominates the δm2
21 part of the Hamiltonian,

but is not yet comparable to the δm2
31 part. This effectively uncouples the electron

neutrino flavor and one of the neutrino mass states from the oscillation, and leads to

neutrino oscillation being approximately a two flavor situation in this regime. In this
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regime then, the approximate oscillation probabilities are:

(For cos θz < 0, 400 MeV-600 MeV)

P (νe → νe) ∼= 1 (5.27)

P (νµ → νµ) ∼= 1− sin2 2θ23 sin
2

(
1.27∆m2

31L

E

)
(5.28)

P (νµ ↔ νe) ∼= 0, (5.29)

At around 6 to 10 GeV, for neutrinos in the normal hiearchy and antineutrinos in

the inverted hierarchy, aE ≈ ∆m2
31, and we have sin2 θ̃13 ≈ cos2 θ̃13 ≈ 0.5. There is

thus a resonance, where νµ ↔ νe oscillation is fairly significant, as seen in Fig. 5.5. It

is important to note that this resonance will occur for either neutrinos (in the case of

the normal hierarchy) or antineutrinos (in the case of the inverted hierarchy), but not

both. Thus a determination of the neutrino hierarchy can be made by differentiating

between a resonance in neutrinos and antineutrinos.

Above 10 GeV, νe becomes nearly exactly the highest energy eigenstate for neutri-

nos, and lowest energy eigenstate for antineutrinos, as the matter potential becomes

much larger than either mass splitting. The electron neutrino flavor is again uncou-

pled from neutrino mixing, and the oscillation becomes a two flavor situation in this

regime, leading to the same approximate oscillation probabilities as Eq. (5.29):

(For cos θz < 0, > 10 GeV)

P (νe → νe) ∼= 1 (5.30)

P (νµ → νµ) ∼= 1− sin2 2θ23 sin
2

(
1.27∆m2

31L

E

)
(5.31)

P (νµ ↔ νe) ∼= 0. (5.32)
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Figure 5.6: Flavor composition of neutrino Hamiltonian eigenstates as a function of matter
potential. This is for neutrinos in the normal hierarchy.

This progression of oscillation behavior can be understood through Fig. 5.6, which

demonstrates the progression from three-flavor, to two-flavor, back to three-flavor,

and finally to two-flavor mixing, as energy increases.

The above approximations illustrate the sensitivities of SK atmospheric neutrino

analyses to different oscillation parameters. The dominant sensitivity is to θ23 and

∆m2
31 through νµ disappearance. There is additional secondary sensitivity to θ13 and

the mass hierarchy through the resonance in νe ↔ νµ oscillations.
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5.4 Atmospheric Neutrino Simulation

In order to compare data to theoretical expectations, 500 year atmospheric neu-

trino monte-carlo samples are produced for each SK period. Atmospheric neutrino

simulation begins with the unoscillated atmospheric neutrino flux. We use the at-

mospheric neutrino flux calculated by Honda et al. [52]. This flux is calculated by

simulation of the primary cosmic ray flux interacting in the Earth’s atmosphere. The

primary cosmic ray flux is assumed to be isotropic, with a spectrum of the form

φ(Ek) = K ×
[
Ek + b exp(−c

√
Ek)
]−a

, (5.33)

with the parametersK, b, c, a found by fitting to primary cosmic ray data. The cosmic

rays are propagated through the Earth’s atmosphere using the hadronic interaction

models DPMJET-III and JAM above and below 32 GeV, respectively. These mod-

els are tuned to match the atmospheric muon fluxes measured at balloon altitudes.

The Earth’s magnetic field is accounted for by propagating the primary cosmic ray

backwards in time through the Earth’s magnetic field to ensure that it would pass

the geomagnetic cutoff.

The interaction of the atmospheric neutrino flux with the water in the SK de-

tector is simulated using the neutrino interaction simulation package NEUT. NEUT

simulates both charged current (CC) and neutral current (NC) neutrino interactions,

and simulates final state interactions within the nucleus before passing the resulting

particles on to detector simulations. The CC cross section consists primarily of a few

main components, which are shown along with the total CC cross section in Fig. 5.7:

charged-current quasi-elastic, charged-current pion production, charged-current me-

son exchange current, and charged-current deep inelastic scattering.
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Figure 5.7: Charged current neutrino cross sections used in NEUT (per nucleon). Black is
total cross section, red is Quasi-Elastic, green is Meson Exchange Current, blue
is Single Pion, yellow is Multi Pion, and purple is Deep Inelastic Scattering.

5.4.1 Charged-Current Quasi-Elastic

Charged-Current Quasi-Elastic (CCQE) scattering refers to the scattering of a

neutrino off of a single nucleon (either free or in the nucleus) through the exchange

of a W± boson, in a reaction such as:

νe + n→ e− + p. (5.34)
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When the nucleon is a bound nucleon from the Oxygen nucleus, a Fermi gas model

is used for the distibution of nucleon momenta, with the Fermi level set at 225 MeV.

CCQE is the dominant CC interaction mode below about 1 GeV.

5.4.2 Charged-Current Resonant Single Pion Production

Charged-Current Resonant Single Pion Production (CC1π) becomes the dominant

CC interaction mode at around 1 GeV. The neutrino excites the nucleon to an excited

state, which then quickly decays (τ ∼ 10−24) to a pion and ground state nucleon. A

common example involves excitation to a ∆ resonance, such as:

νe + p→ e−+∆++

∆++ → p+ π+.

(5.35)

The Rein and Sehgal model [53–55] is used to simulate these interactions, and the

final state nucleon is required to have momentum greater than the Fermi level to

account for Pauli blocking.

5.4.3 Charged-Current Deep Inelastic Scattering

At around 10 GeV, Charged-Current Deep Inelastic Scattering (CCDIS) becomes

the dominant CC interaction mode. In a DIS interaction, the incoming neutrino

resolves and scatters off an individual quark in the target nucleon, resulting in a

hadronic final state:

νe + n→ e− +X, (5.36)

where X represents the collection of resulting hadrons. Once it has fully turned on,

the DIS cross section scales linearly with energy up to a few TeV, as M2
W � q2.
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5.4.4 Detector Simulation

Once the final state particles are produces by NEUT, they are passed to a dedi-

cated GEANT3 based detector simulation software called SKDETSIM. SKDETSIM

simulates the propagation of final state particles through the detector, production

of Cherenkov light, and PMT and electronics response to light. Hadrons are simu-

lated by the GEANT3 interface with the package CALOR [56], which uses FLUKA

(GFLUKA) for hadrons above 10 GeV, HETC for hadrons below 10 GeV, and MI-

CAP for neutrons below 20 MeV. The low energy cutoff for neutral hadrons is set to

10−5 eV so that neutrons continue to be simulated until they capture. Uncorrelated

PMT dark noise hits are simulated out to 18 µs, after which real hits from periodic

data triggers are used to account for background hits, as explained in Section 4.9.3.

The output of SKDETSIM gives raw simulated hit patterns, which are run through

the event selections and reconstructions described in Chapters 3 and 4 to produce

an atmospheric neutrino MC which can be compared to the observed atmospheric

neutrino data.

5.5 Matter Effects Analysis

SK measures atmospheric neutrino parameters using a binned likelihood fit com-

paring atmospheric neutrino data to MC. In this section I will describe the procedure

of this fit, along with the results of a search for signs of Earth matter effects in

atmospheric neutrino data using this fitting procedure.
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5.5.1 SK Three-Flavor Fitting Procedure

Data and MC events that are selected by the FC, PC, and UPMU selections are

further categorized into 19 analysis samples according to some of their reconstructed

properties. Each analysis sample is then binned according to zenith angle and either

visible energy, e-like, µ-like, or π0-like momentum, resulting in 520 analysis bins. The

specifics of the analysis samples and binning are shown in Table 5.1.

Both data and MC events are separated into the 520 analysis bins. MC events

are reweighted to account for neutrino oscillations according to the values of the

oscillation parameters being tested and the MC truth associated with the event with

weights defined as

wνα =
φνePνe→να + φνµPνµ→να

φνα

, (5.37)

where να is true neutrino flavor, φνα gives the unoscillated neutrino flux for flavor α,

which is a function of energy and direction, and Pνβ→νγ gives the oscillation probability

for a neutrino starting as flavor β to interact in the detector as flavor γ, which is a

function of the energy and direction of the neutrino, as well as the values of the

oscillation parameters being tested.

For the calculation of the the oscillation probability of a neutrino traversing the

Earth, the Earth’s atmosphere is modeled as vacuum, and the Earth as a sphere

of radius 6371 km, with a spherical density profile which is a simplified version of

the preliminary reference Earth model (PREM) [57], as shown in Table 5.2. For a

neutrino with energy E produced at a height h above the surface of the Earth, the

path from our detector to the neutrino production location is traced through N steps

across the atmosphere and different regions of the Earth’s interior (Figure 5.8). Note

that because the Earth is modeled as spherically symmetric, this path is a function

of only the production height and zenith angle; it is independent of azimuthal angle.
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Sample Energy bins cos θz bins

Fully Contained (FC) Sub-GeV
e-like, Single-ring
0 decay-e 5 e± momentum 10 in [−1, 1]
1 decay-e 5 e± momentum
µ-like, Single-ring
0 decay-e 5 µ± momentum 10 in [−1, 1]
1 decay-e 5 µ± momentum 10 in [−1, 1]
2 decay-e 5 µ± momentum
π0-like
Single-ring 5 e± momentum
Two-ring 5 π0 momentum

Fully Contained (FC) Multi-GeV
Single-ring
νe-like 4 e± momentum 10 in [−1, 1]
νe-like 4 e± momentum 10 in [−1, 1]
µ-like 2 µ± momentum 10 in [−1, 1]
Multi-ring
νe-like 3 visible energy 10 in [−1, 1]
νe-like 3 visible energy 10 in [−1, 1]
µ-like 4 visible energy 10 in [−1, 1]
Other 4 visible energy 10 in [−1, 1]

Partially Contained (PC)
Stopping 2 visible energy 10 in [−1, 1]
Through-going 4 visible energy 10 in [−1, 1]

Upward-going Muons (Up-µ)
Stopping 3 visible energy 10 in [−1, 0]
Through-going
Non-showering 10 in [−1, 0]
Showering 10 in [−1, 0]

Table 5.1: The 19 analysis samples and their binnings. Sub-GeV multi-ring interactions
are not used in the present analysis. [30]
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Region Rmin (km) Rmax (km) density (g/cm3)

inner core 0 1220 13.0
outer core 1220 3480 11.3
mantle 3480 5791 5.0
crust 5701 6371 3.3

Table 5.2: Model of the Earth used in the analysis, a simplified version of the PREM.

The oscillation probability for a given neutrino is calculated by stepping along its

path:

Pνα→νβ(E, h, cos θzenith) = |(U
N∏
i

X(Li, ρi, E)U
†)αβ|2, (5.38)

where Li and ρi are the length and density of the ith step along the neutrino’s path,

and U is the PMNS matrix defined in Eq. (5.2) and X is the propagation matrix

defined in Eq. (5.5).

⌫A

⌫B

Figure 5.8: The propagation of two neutrinos through the simplified model of the Earth
used in the analysis below. Both νA and νB are produced in the atmosphere.
νA then experiences 6 oscillation steps (air → crust → mantle → outer core
→ mantle → crust), while νB experiences 4 oscillation steps (air → crust →
mantle → crust).

The data is fit to the MC using a binned χ2 method, and accounts for 155 systemtic
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uncertainties using the pull-method. The Poisson χ2 is defined as:

χ2 = 2
∑
n

(
En −On +On ln

On

En

)
+
∑
i

(
εi
σi

)2

, (5.39)

with,

En =
∑
j

En,j(1 +
∑
i

f i
n,jεi), (5.40)

On =
∑
j

On,j. (5.41)

Here En,j is the MC expectation in the nth analysis bin for the jth SK period, On,j is

the corresponding data in that bin and f i
n,j is a coefficient describing the fractional

change in the bin’s MC under a 1σi variation of the the ith systematic uncertainty.

The system is solved for the values of εi which minimize χ2, thus giving the best

agreement between Data and MC allowed by the systematic uncertainties. A grid of

points in oscillation parameter space is tested, and the point with the minimum value

of χ2 is the best fit point. The amount that other points in oscillation parameter

space are disfavored is defined by the ∆χ2 which is the difference between the χ2

measured at a particular point and that measured at the best fit point.

Since the SK atmospheric neutrino data has minimal sensitivity to ∆m2
21, θ12

and θ13 compared to other data sets and experiments, in this analysis the values of

these parameters are fixed to ∆m2
21 = (7.5 ± 0.18) × 10−5 eV2, sin2 θ12 = 0.304 ±

0.014, and sin2 θ13 = 0.0219± 0.0012, with their uncertainties included as systematic

uncertainties. The current best fit values (with 1−σ ranges) of these parameters from

the SK atmospheric fit are, for the normal hierarchy, sin2 θ23 = 0.588+0.031
−0.067, |∆m2

32| =

2.50+0.13
−0.20, δCP = 4.19+1.37

−1.59, and for the inverted hierarchy, sin2 θ23 = 0.575+0.035
−0.0685,

|∆m2
31| = 2.50+0.08

−0.37, δCP = 4.19+1.49
−1.63. The normal hierarchy is favored over the inverted
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hierarchy by a ∆χ2 of 3.89 [30].

5.5.2 Seeking Earth Matter Effects

As discussed in Section 5.3, the sensitivity of atmospheric neutrinos to the mass

hierarchy comes from the observation of a νµ ↔ νe resonance due to Earth matter

effects in either neutrinos or antineutrinos. Therefore, observation of Earth matter

effects on atmospheric neutrinos is an important step on the quest to determine the

neutrino mass hierarchy. While matter effects have been observed in the Sun [58, 59],

and Earth matter effects have been observed on Solar neutrinos through the day-night

asymmetry [60], there has thus far been no experimental observation of Earth matter

effects in atmospheric neutrinos 5.

The fit described in Section 5.5.1 can be modified to search for Earth matter effects

by introducing an additional free parameter α which scales the matter potential a in

Eq. (5.4). The parameter α can be understood as continuously turning matter effects

on or off, with α = 0 corresponding to vacuum oscillations, α = 1 corresponding to

the standard matter effects, and α = 2 corresponding to matter effects with a matter

potential twice as strong as expected. The fitting procedure proceeds identically to

that described in Section 5.5.1, except that in the calculation of oscillation probabil-

ities a is replaced by αa in Sections 5.1.3 to 5.1.3 in order to account for the effect of

α.

Figure 5.9 compares vacuum oscillation probabilities to those with matter effects

included. As can be seen, matter effects lead to a resonance in νµ → νe oscillations

for neutrinos passing through the Earth’s mantle at around 5 to 10 GeV, which is the

dominant way in which atmospheric neutrinos are sensitive to matter effects. There

5The only previous experimental statement about Earth matter effects on atmospheric neutrinos
is Ice Cube’s report at Neutrino 2014 that their atmospheric neutrino data favors standard matter
over vacuum oscillations by 1 unit of ∆χ2.
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(a) Matter νµ → νe (b) Vacuum νµ → νe

(c) Matter νµ → νµ (d) Vacuum νµ → νµ

Figure 5.9: Oscilligrams for neutrinos assuming normal hierarchy comparing matter os-
cillations to vacuum oscillations.

is additional sensitivity through suppression of νµ → νe oscillations at energies above

and just below the resonance region.

The result of the fit is shown in Fig. 5.10 along with the expected sensitivity [30].

The best fit point occurs at α = 1.1, and α = 1 agrees with the data nearly as well

as the best fit point. Vacuum oscillations are disfavored with a ∆χ2 of 5.2, with an

expected sensitivity of ∆χ2=7.8. The preference of each data sample is shown in

Fig. 5.11. The preference for standard matter effects is strongest in the “Multi-GeV
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Figure 5.10: Fit result of Matter Effects analysis in solid lines, along with expected sensi-
tivity (assuming normal hierarchy) in dashed lines. Orange is for the inverted
hierarchy fit and cyan is the normal hierarchy fit.

e-like, neutrino-like” sample. The data and MC expectation at best fit vacuum and

standard matter points for this sample are shown in Fig. 5.12. The preference comes

from an excess of upward going events in the 2.5 GeV-10 GeV region, as expected

from the matter effect resonance.

While Wilks’ theorem can be used to estimate the significance of the exclusion

of vacuum oscillations as
√
5.2 = 2.3σ, the fact that α is bounded at the point of

interest (α = 0) as well as the treatment of systematic errors means the application

of Wilks’ theorem is imperfect. The find a better estimate for the significance of the

exclusion, 10,000 toy MC were produced assuming that the best fit vacuum point

was the truth. For each toy MC productions, systematics were fluctuated to find an

adjusted MC expectation for each bin, and the number of events in each bin was then

chosen as a Poisson process. This toy MC “data” was then fit, and the ∆χ2
vac value

was compared to the measured value of ∆χ2
vac = 5.2. Eighty-nine percent of toy MC

productions resulted in a ∆χ2
vac smaller than the value measured in the data. This

indicates that our data excludes vacuum oscillations at a significance of 1.6σ, slightly
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Figure 5.12: “Multi-GeV e-like, neutrino-like” data and MC expectation. The black are
data with statistical error bars. The green shows the MC expectation for
the best fit standard matter point. The red shows the MC expectation for
the best fit vacuum point.
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lower than what is implied by Wilks’ theorem. Based on the same toy MC study, the

expected sensitivity to exclude vacuum oscillations is 1.8σ, which the fit result is well

in line with.

Since long baseline experiments can put more stringent constraints on θ23 and

∆m2
32 than SK atmospheric neutrino data alone, I also studied how the matter effect

analysis changes if θ23 and ∆m2
32 are constrained

6. These two parameters were chosen

to be constrained as (with 1σ uncertainties) ∆m2
32 = (2.55 ± 0.04) × 10−3 eV2, and

sin2 θ23 = 0.5± 0.0453. Constrained χ2 values were calculated from unconstrained χ2

values by adding Gaussian penalty terms:

χ2
constrained(∆m

2
32, θ23, δCP , α) = χ2

unconstrained(∆m
2
32, θ23, δCP , α)

+

(
∆m2

32 −∆m′2
32

σ∆m

)2

+

(
sin2 θ23 − sin2 θ′23

σθ23

)2 (5.42)

where

∆m′2
32 = 2.55× 10−3 eV2

σ∆m = 0.04× 10−3 eV2

sin2 θ′23 = 0.5

σθ23 = 0.0453.

(5.43)

The result of applying these constraints is shown in Fig. 5.13. The constraints result in

a mild decrease in the preference for standard matter compared to vacuum oscillations.

This occurs because the standard matter fit slightly disfavors maximal mixing, while

the vacuum oscillation best fit is nearly maximal mixing.

6This studied was initiated in response to a request from a referee during the review of [30] for
publication.
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Figure 5.13: Result with constraint on θ23 and ∆m2
32. Orange is for inverted hierarchy,

cyan for normal hierarchy. Solid lines are for the unconstrained result (iden-
tical to Fig. 5.10) while dotted lines are for the constrained result.



Chapter 6

Boosted Dark Matter

As will be discussed in Section 6.1, there is ample evidence for the existence of dark

matter. In fact, its abundance has been well determined by observation of fluctuations

in the Cosmic Microwave Background (CMB) to account for about 25% of the energy

density of the universe [1, 2]. However, beyond its existence and abundance, little

else is known about the properties of dark matter. In this chapter I will discuss

a recently proposed alternative to the popular Weakly Interacting Massive Particle

(WIMP) paradigm, called boosted dark matter. I will report the results of a search

for boosted dark matter using SK-IV data.

6.1 Dark Matter Evidence

The most conclusive direct evidence for the existence of Dark Matter comes from

three sources spanning about 70 years: Fritz Zwicky’s observation of the “Coma

Cluster” in the 1930’s, Vera Rubin’s measurements of galaxy rotation curves in the

1970’s and 1980’s, and the observation of the “Bullet Cluster” by both optical and

x-ray telescopes in the 2000’s.

108
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Apparent Velocities of Nebulae in the Coma Cluster
8500 km/s 6900 km/s
7900 km/s 6700 km/s
7600 km/s 6600 km/s
7000 km/s 5100 km/s

Table 6.1: Velocities of nebulae in the Coma Cluster reported by Fritz Zwicky. The lowest
velocity nebula (5100 km/s) was commented to possibly be a field nebula, and
not actually belong to the Coma Cluster. However, the likelihood of this was
claimed to be low (about 1/16) and even removing that data point does not
change Zwicky’s conclusions [5].

6.1.1 The Coma Cluster

In 1933, Fritz Zwicky reported the measured apparent velocities of eight nebulae in

the Coma Cluster, shown in Table 6.1 [5]. From the dispersion of apparent velocities,

Zwicky noted that the different nebulae were moving relative to one another at around

1500 km/s to 2000 km/s. He compared this to the expectation based on the virial

theorem, which for a gravitational system implies:

〈T 〉 = −1

2
〈U〉 , (6.1)

where 〈T 〉 and 〈U〉 are the time averages of the total kinetic and potential energies

of the system. By observing the amount of light coming from the Coma Cluster, he

estimated its mass to be about 1.6 × 1045 g. Applying the virial theorem, he found

that the nebulae in the Coma Cluster should be moving at about 80 km/s relative to

one another if all the mass in the Coma Cluster was due to visible matter. Because of

this discrepancy, he proposed that perhaps “dark matter is present in much greater

amount than luminous matter.” [5]
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6.1.2 Galaxy Rotation Curves

In the 1970’s and 1980’s Vera Rubin and collaborators measured the rotation

curves of spiral galaxies. They found that even at the faintest edges of the galaxies,

rotational velocities remained constant (Fig. 6.1). If the visible disc accounted for the

majority of the masses of the galaxies, the rotational velocities would be expected to

decrease with distance from the galactic nucleus. They concluded that non-luminous

matter must be contributing significant mass past the extent of the luminous discs

of these galaxies [61]. Fig. 6.2 shows an example galaxy rotation curve, along with

contributions from the visible disc, gas, and dark halo. The data clearly agrees well

with expectation when all three contributions are included, and exclusion of the dark

halo contribution leaves the data very difficult to explain.

6.1.3 The Bullet Cluster

In the early 2000’s a rather incredible galaxy cluster was discovered. Nicknamed

the Bullet Cluster, cluster 1E 0657-558 is actually a merger between two galaxy clus-

ters, with the collision happening almost perfectly in the observational plane. Clowe

et. al. combined x-ray images from the Chandra X-ray Observatory with optical

images from the Hubble Space Telescope, 6.5 m Magellan telescopes, and the ESO

telescopes to observe the plasma, stellar component, and gravitational wells of the

two colliding galaxies (Fig. 6.3) [64]. They observed that the stellar components

appeared to pass right through one another, while the plasma lagged behind the stel-

lar components and exhibited a clear bow-shock due to the collision. Both of these

observation were as expected, as the plasma of the two clusters interact during the

collision, while the relatively sparse stellar components pass right by each other. They

also used Chandra x-ray data and the amount of light coming from the stellar compo-
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Figure 6.1: Rotation curves of 21 spiral galaxies presented in [61]. Taken from [61].

Figure 6.2: An example galaxy rotation curve. Note that the expectation from the com-
bined visible disc, gas, and dark halo fits the observed data very well, while
attempting to explain the data with only the disc and gas would be extremely
questionable. Taken from [62], originally from [63]
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Figure 6.3: The Bullet cluster (1E 0657-558). On the left is the optical image of the
cluster, while the right shows the plasma of the cluster, mapped from X-
rays. The green contours shows the gravitational potential, computed using
weak gravitational lensing. Note how the gravitational lensing and stellar
components of the galaxies coincide, with the two colliding clusters appearing
to have passed right through one another with minimal interaction. The
plasma, meanwhile, is offset from the gravitational and stellar portions of the
clusters, with the plasma of the right cluster exhibiting a clear bow-shock due
to the collision. Taken from [64].

nents of the galaxies to estimate the amount of baryonic mass in each component, and

confirmed that the plasma was the dominant contributor of baryonic mass. However,

when they mapped the gravitational potential using weak gravitational lensing, they

found that it coincided with the stellar components. This indicated that the majority

of the mass of the clusters is non-interacting Dark Matter, and like the sparse stellar

components, has been essentially unaware of any collision taking place.

6.2 Dark Matter Candidates

Over the years, a number of potential Dark Matter candidates have been pro-

posed. Here I present a few of the most popular candidates, along with their current

experimental status.
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6.2.1 Massive Compact Halo Objects

Massive Compact Halo Objects (MACHOs) are large massive objects which do not

give off any light. Examples of MACHOs include neutron stars, black holes, brown

dwarfs, and planets which are not associated with any star. If numerous enough, these

objects could account for dark matter, since estimates of mass made by measuring

light coming from a source do not account for them. Such objects would be made of

standard model matter, and require no new type of particle to explain dark matter.

The MACHO, EROS, and OGLE collaborations all searched for MACHOs by

looking for micorlensing events in the Large and Small Magellanic Clouds. When a

MACHO passes in front of a star, gravitational microlensing causes the intensity of

the star to appear to increase, as the light from the star is focused by the gravitational

potential of the object passing in front of it. The EROS and OGLE collaboration

both found no significant signal, and reported upper limits which set the fraction

of Galactic dark matter mass coming from reasonably sized MACHOs below 10%

[65, 66]. The MACHO collaboration found 13-17 signal events, with an expected

background of 2-4 events, and reported a best fit signal region of MACHOs with a

typical mass of 0.4 M� making up about 20% of the dark matter in the Galaxy, with

a 95% confidence region ranging from 8% to 50% of the dark matter in the Galaxy

[67]. The results of all three experiments are shown in Fig. 6.4. Taken together, these

results indicate that while MACHOs may account for some of the dark matter, they

cannot explain it all; some other form of dark matter is required.

6.2.2 Weakly Interacting Massive Particles

The Weakly Interacting Massive Particle (WIMP) is currently the most popu-

lar dark matter candidate. WIMP theories propose a generic massive particle not
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Figure 6.4: Results from OGLE, EROS and MACHO. The solid line is the exclusion limit
from OGLE, the dashed-dotted line is the exclusion for EROS, while the
dashed and dotted lines show the allowed region from two slightly different
analyses of the MACHO data. The colored regions are the regions allowed by
each experiment, and the two crosses represent the best fit points of the two
different analyses of the MACHO data. The units on the x−axis are base-10
logarithm of the typical MACHO mass (in units of Solar Mass). Taken from
[66].

included in the standard model which interacts with standard model particles only

through the weak interaction and gravity. Perhaps one of the most appealing aspects

of simple WIMP theories has been the so called “WIMP Miracle”: if there were a

fairly massive particle which coupled to the photon bath with an interaction strength

characteristic of the weak interaction, the comoving abundance of that particle would

freeze out at right around the observed abundance of dark matter in the universe.

Unfortunately, although the WIMP Miracle provides an elegant theoretical basis

for the WIMP as dark matter, experimental attempts to detect WIMPs have thus

far yielded no discovery [68–70] 1. WIMP direct detection experiments search for the

1While the DAMA/LIBRA collaboration has reported a highly statistically significant potential
signal in the form of a seasonal modulation in event rate, issues remain with interpreting this signal
as dark matter. The DAMA/LIBRA result makes no attempt to separate neutron recoils from
electronic recoils, so the possibility that the modulation is in fact an as yet unexplained seasonal
modulation of the background remains. Combined with the fact that the DAMA/LIBRA signal
region is, under relatively standard assumptions, now excluded by orders of magnitude by other
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Figure 6.5: Spin independent cross section limits from direct detection experiments. The
green and blue shaded regions represent the proposed signal regions of the
CDMS-Si (since excluded by SuperCDMS) and DAMA/LIBRA experiments.
The yellow region shows a scan of parameter space of CMSSM, NUHM1,
NUHM2, and pMSSM10 (4 typical SUSY models) with constraints from AT-
LAS Run 1. The orange region shows the region where background from
neutrino coherent scattering is no longer negligible. Taken from [13].

recoil of a target nucleon due to the interaction of a passing dark matter particle.

Figure 6.5 shows the current status of direct detection spin independent cross section

limits, which have now pushed orders of magnitude below weak interaction cross

sections. These limits have begun to approach the so-called “neutrino floor,” at which

point solar neutrinos interacting with the target nuclei will become a significant source

of background.

WIMPs have also been searched for by indirect detection. In these searches, one

looks for the standard model particles (generally neutrinos, gammas or positrons)

resulting from the annihilation or decay of WIMPs in regions of high dark matter

direct detection experiments, this result cannot yet be definitively affirmed as detection of dark
matter. Recently, multiple experiments using the same detector technology as DAMA/LIBRA have
begun taking data in different parts of the world (including, importantly, the Southern Hemisphere),
which should conclusively either confirm or reject the DAMA/LIBRA result.
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Figure 6.6: WIMP annihilation cross section limits from SK, Ice Cube, and Antares. The
flat dashed blue line represents the approximate annihilation cross section
required for the WIMP miracle.

density, such as the Galactic Center, Sun, or Earth. By looking at neutrinos, SK, Ice

Cube, and Antares have all reported limits on the WIMP annihilation cross section

that are approaching, but still one to two orders of magnitude above, the annihilation

cross section required for the WIMP miracle (Fig. 6.6) [71–73].

Finally, WIMPs can be searched for at particle accelerators, which could create

WIMPs if they exist. Both ATLAS and CMS have searched for WIMPs and set exclu-

sion limits, shown in Fig. 6.7 [74, 75]. These experiments tend to set the best limits

for low mass WIMPS, below the detector threshold of direct detection experiments.
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(a) ATLAS

(b) CMS

Figure 6.7: At left, ATLAS limit for WIMP annihilation cross section, taken from [74]. At
right, spin independent WIMP-nucleon cross section limit from CMS, taken
from [75].
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6.2.3 Relic Neutrinos

The Cosmic Neutrino Background (CνB) is the neutrino analog to the Cosmic

Microwave Background (CMB); a cosmic soup of very low temperature neutrinos

permeating the universe. While CνB neutrinos have never been directly observed,

measurements of the primordial abundances of light elements, CMB anisotropies,

and large scale cosmological structures all provide indirect evidence which lead to

significant confidence in the existence of the CνB [13].

CνB neutrinos seem to be a prime dark matter candidate, as they require no new

physics, and are strongly believed to exist. However, a relatively simple calculation

shows that CνB neutrinos can only account for a small portion of the dark matter

content of the universe. First, the temperature of the CνB can be found from the

temperature of the CMB to be 1.95 K. This is slightly less than the 2.73 K temperature

of the CMB because light neutrinos (with masses less than 1 MeV) decoupled from

the primordial soup just before electron-positron annihilation occurred. Therefore,

the CMB is slightly “heated” compared to the CνB. The exact relationship between

the CνB and CMB temperatures can be found by invoking conservation of entropy

and comparing the number of relativistic degrees of freedom before and after electron-

positron annihilation, to find that Tν = (4/11)1/3Tγ. For more detail, see for example

Chapter 22 of [13]. For light neutrinos, the number density of each neutrino flavor

can be found to be about 112 cm−3. This leads to the total energy density of the

CνB being:

Ωνh
2 =

∑
mν,i

94eV
, (6.2)

where
∑
mν,i sums the masses of the three neutrino mass states, and h2 is the reduced

Hubble Constants, defined as h = H0/(100km s−1Mpc−1, where H0 is the current

expansion rate of the universe. Upper limits on the sum of the neutrino masses have
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been set at about 7 eV by measurement of the tritium beta decay spectrum by the

Troitsk and Mainz experiments, resulting in Ωνh
2 < 0.074 [46, 76]. Cosmological

and CMB data meanwhile, have indirectly set limits of
∑
mν < 0.23 eV, leading to

the more stringent limit Ωνh
2 < 0.002 [1]. The CνB can thus not account for the

observed dark matter content of the universe, which from the CMB is Ωνh
2 = 0.12

[1, 2].

6.2.4 Sterile Neutrinos

Although the arguments presented in Section 6.2.3 limit the active neutrino con-

tribution to dark matter, keV scale sterile neutrinos remain a viable Dark Matter

candidate. A fourth (at least) neutrino mass state can be proposed, along with a

right handed sterile flavor state, which does not couple via the weak interaction. The

fourth mass state can be written as a superposition of sterile and active flavor states:

ν4 = cos θsνs + sin θsνa, (6.3)

with a sterile mixing angle θs. Dark matter sterile neutrinos can be searched for by

looking for X-rays from the decay [77]

ν4 → γνi,

i = 1, 2, 3.

(6.4)

X-ray observations of the diffuse cosmic background and galactic clusters provide a

limit on dark matter sterile neutrinos which ranges from sin2 2θs < 10−14 at m4 = 100

keV to sin2 2θs < 10−6 at m4 = 2 keV. There has been a faint unexplained X-ray line

at around 3.55 keV observed from the Perseus and Andromeda Galaxy clusters, which
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could be interpreted as coming from the decay of dark matter sterile neutrinos with

m4 = 7.1 keV and sin2 2θs ∼ 7× 10−11 [78, 79]. However, this line is quite faint, and

other potential explanations do exist. At this point keV sterile neutrinos remain a

potential dark matter candidate.

6.2.5 Axions

Axions were first proposed as part of a solution to the “strong CP problem”,

which addresses the question of why the QCD CP-violating phase appears to be so

close to zero. In order to explain the apparent CP conservation of nature, the CP

violating phase θ could be promoted to a field, and a new global symmetry U(1)PQ

(Peccei-Quinn symmetry) proposed [80]. The spontaneous symmetry breaking of this

U(1)PQ would result in a new particle, called the axion [81, 82].

“Standard axions” were quickly ruled out when the axion was first proposed,

but “invisble axions” which couple very minimally to standard model matter remain

possible, and are a reasonable dark matter candidate. Various experiments have

searched for axions, generally taking advantage of the property that axions can convert

into photons (and vice-versa) in the presence of strong magnetic or electric fields [83].

Experiments searching for “light passing through walls” [84], axions from the sun

[85], and axions as part of the galactic Dark Matter halo [86] have set limits on the

axion mass and coupling strength, though much available parameter space remains.

6.3 Boosted Dark Matter

Since the evidence for the existence of dark matter is quite robust, while the

particular identity of dark matter remains unresolved, various new possibilities must

continually be considered. One possibility is that some dark matter is in fact not cold,
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but is highly relativistic and has been produced at late times. This form is denoted

“boosted” dark matter [87–93]. Boosted dark matter could exist as a subdominant

dark matter component, with a dominant cold dark matter component accounting

for most of the dark matter energy density of the universe. In this way, boosted dark

matter can remain consistent with the well established cosmological theory of ΛCDM,

which consists of long lived dark matter that was non-relativistic (“cold”) at freeze-

out and a cosmological constant Λ, corresponding to dark energy. The subdominant

boosted dark matter can be the same particle as the dominant cold dark matter, or

it can be a different, lighter particle. Boosted dark matter can be produced from the

dominant cold dark matter through a variety of processes, including annihilation [94–

96], semi-annihilation [94, 97–100], number-changing 3→2 self-annihilation [101–104],

and decay [91, 105]. Boosted dark matter can then be observed through its scattering

off electrons or nuclei in large volume terrestrial detectors [106, 107]. Current direct

detection limits can be evaded in multi-component models by having only the boosted

dark matter species couple directly to Standard Model particles [87, 91–93] or in

boosted dark matter single-component models by invoking a spin dependent dark

matter-nucleon cross section [93].

Reference [87] presents a baseline boosted dark matter model. This model intro-

duces two dark fermions ψA and ψB and a massive dark photon γ′, with an assumed

mass ordering mA > mB > mγ′ . The particle ψA is proposed to be the dominant cold

dark matter in the universe, and does not couple directly to Standard Model parti-

cles. The particle ψB is the boosted dark matter, and couples to Standard Model

particles through the exchange of the dark photon γ′, as in Fig. 6.8. The coupling

between γ′ and ψB is set by a coupling constant g′ which is proposed to be large but

perturbative, while the coupling between γ′ and e− is scaled from γ − e− coupling

by the constant ε. The relic abundance of ψA is determined by an assisted freeze
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(a) Annihilation
AĀ → BB̄

γ’

BB

e− e−

(b) Scatter of electron
by boosted dark mat-
ter particle B

Figure 6.8: Fenyman diagrams of boosted dark matter creation by annihilation of dom-
inant heavy dark matter particles, and scatter of electron by boosted dark
matter through exchange of a dark photon.

out scenario, and the thermal cross section is set to 〈σAĀ→BB̄v〉 = 5× 10−26 cm3/s in

order to achieve the observed relic density ΩA ≈ 0.2 [87]. The flux of boosted dark

matter from the galactic center is

dΦ

dΩdEB

=
1

2

rsun
4π

(
ρlocal
mA

)2

J 〈σAĀ→BB̄v〉δ(EB −mA), (6.5)

where rsun is the distance of the Sun from the galactic center (about 8.33 kpc), ρlocal

is the local dark matter density, J is the “J -factor” along the direction considered

(see Section 6.5).

This model can be described by five free parameters: the mass of the dominant

dark matter species mA, the mass of the boosted dark matter mB, the mass of the

dark photon mγ′ , and the coupling constants g′ and εα (α being γ − e− couping

constant). Since the boosted dark matter is coming from annihilation of ψA, the

energy of the boosted dark matter is equal to mA. The maximum energy of the recoil
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Figure 6.9: Recoil electron spectrum for simple model. The blue is for mγ′ = 10 MeV,
while the red is for mγ′ = 50 MeV. Both use values of mA = 20 GeV and
mB = 200 MeV.

electron scattered by the boosted dark matter is then set by kinematics:

Emax
e = me

(mA +me)
2 +m2

A −m2
B

(mA +me)2 −m2
A +m2

B

. (6.6)

The shape of the recoil electron spectrum is largely set by the mass of the dark

photon, with lower values of the dark photon mass leading to a spectrum more peaked

towards smaller electron recoil energies, as shown in Fig. 6.9. The values of the

coupling constants g′ and εα act simply as a scaling factors of the ψB − e− cross

section.
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6.4 Searching for Boosted Dark Matter

I performed a search for boosted dark matter coupling to electrons in Super-

Kamiokande, with the scattered electron energies ranging from 100 MeV to 1 TeV.

Since boosted dark matter is expected to originate in regions of high dark matter

density, this search looks for a signal coming from the Galactic Center or the Sun2.

Cones are drawn around the signal source, and the number of events passing a set of

analysis cuts in each cone is counted. The search is deliberately kept as simple and

model-independent as possible. This way, the results can be applied to any model

predicting an excess of particles from the Galactic Center or Sun that would elastically

scatter electrons to energies above 100 MeV.

6.5 Galactic Halo Models

The boosted dark matter described here comes from an interaction of the heavy

non-interacting dark matter. Therefore its directional distribution around the galactic

center is dependent on the density profile of the dark matter halo. A general form

for the density profile (assumed to be spherically symmetric) from cold dark matter

simulations is [108]

ρ(r) =
ρ0

(r/rs)γ[1 + (r/rs)α](β − γ)/α
. (6.7)

Parameters of Equation 6.7 for the NFW [109], Moore [110], and Kravtsov [111] halo

models are shown in Table 6.2.

2Some boosted dark matter models predict a significant capture rate of cold dark matter in the
Sun. This can be achieved either through a spin dependent dark matter-nucleus cross section [89]
or through the combination of a relatively strong dark matter self interaction and coupling between
cold dark matter and Standard Model particles through boosted dark matter loops [92]
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α β γ rs ρ0 ρ(Rsc)
Moore 1.5 3 1.5 28 0.0527 0.27
NFW 1 3 1 20 0.259 0.3
Kravtsov 2 3 0.4 10 0.703 0.37

Table 6.2: Halo parameters for NFW, Moore, and Kravtsov models. The scale radius rs is
in units of [kpc] while the two densities ρ0 and ρ(Rsc) are in units of [GeV/cm3].
Rsc is the solar circle radius, 8.5 kpc [108].

The rate of boosted dark matter events coming from the annihilation or decay

of dark matter from a particular direction in the sky is proportional to the so called

“J -factor”. It is the line of sight integral of dark matter density for decay, or density

squared for annihilation. The J -factor is a function of the angle between the event

direction and the direction to the galactic center:

Jann(θGC) =
1

RNρ2N

lmax∫
0

ρ2
(√

R2
sc − 2lRsc cos θGC + l2

)
dl, (6.8)

Jdecay(θGC) =
1

RNρN

lmax∫
0

ρ
(√

R2
sc − 2lRsc cos θGC + l2

)
dl, (6.9)

where θGC is the angle to the Galactic Center and Rsc is the solar circle radius (8.5

kpc). The upper limit of integration lmax is defined by the adopted halo size RMW:

lmax =
√
R2

MW −R2
sc sin

2 θGC +R2
sc cos θGC . (6.10)

While the halo size RMW appears to be an additional important parameter, ρ drops

off sharply past 20-30 kpc, as shown in Fig. 6.10(a). The calculation of J is thus

insensitive to the choosen value of RMW as long as it is above this range. The pref-

actors 1
RNρ2N

and 1
RNρN

in Eqs. (6.8) and (6.9) are arbitrary scaling factors used to

make J dimensionless. Fig. 6.10 shows the dark matter halo density J -factors for
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Figure 6.10: Moore (dashed green), NFW (solid blue) and Kravstov (dotted red) dark
matter halo models. 6.10(a) shows the dark matter density as a function
of distance from the galactic center. 6.10(b) and 6.10(c) show theJ -factors
for annihilating and decaying dark matter as a function of angle from the
galactic center. Note that the x-axis is logarithmic on the left and linear on
the right of 6.10(b) and 6.10(c).

the Moore, NFW, and Kravstov models. The J -factors in Figs. 6.10(b) and 6.10(c)

are calculated with RMW = 40 kpc and the standard scaling choice of RN = Rsc = 8.5

kpc, ρN = 0.3 GeV/cm3. The J -factor is taken to be flat at the innermost 0.1◦ to

avoid divergence of J due to cuspy profiles, which may be an artifact of simulation

[108].
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6.6 Signal Monte Carlo

A signal monte carlo (MC) sample of 200,000 simulated electromagnetic shower

events was produced. The MC was split into 4 energy ranges: 30 MeV-1 GeV,

1 GeV-10 GeV, 10 GeV-100 GeV, and 100 GeV to 1 TeV. Fifty thousand events

were produced in each energy range, with a flat linear energy spectrum in each range.

Event positions inside the detector were randomly selected from a uniform distribution

extending to within 1 m of the wall of the ID. This was done in order to account for

migration of events near the boundary of the fiducial volume, which is 2 meters

inside the wall of the ID. The direction of the electromagnetic showers was chosen

assuming the NFW halo model and dark matter annihilation. For each event, a

random direction in equatorial coordinates was chosen so that the probability of an

event’s source being placed at an angle θGC from the galactic center is proportional to

Jann(θGC) sin θGC. The sin θGC factor is a geometrical effect. While there is expected

to be some model dependent smearing between the boosted dark matter direction

and the scattered electron direction, the scattering is expected to be strongly peaked

in the forward direction [87]. Due to the minimal impact and model dependence of

directional smearing, this effect is ignored in the production of the signal MC. In order

to transform from equatorial coordinates to the horizontal coordinates of the detector,

a random time is chosen for each event. These times are randomly distributed at times

during SK good data runs used in the analysis. Even though the simulation is created

assuming the NFW halo model and dark matter annihilation, other combinations of

halo models and production mechanism can be studied by reweighting each event by

the ratio of the new combination’s J -factor to the NFW annihilation J -factor:

wModel X =
JModel X(θGC)

JNFW ann(θGC)
(6.11)
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Similarly, the model dependent smearing between the boosted dark matter and scat-

tered electron directions can similarly be added into the simulation by event reweight-

ing.

6.7 Event Selection

A cut-based selection is applied to select electron elastic-scatter-like events. The

selection begins with the FCFV sample, which consists of all events which pass the

Fully-Contained event reduction, plus four additional cuts: wall>200 cm, which de-

fines the fiducial volume, nhitac<16, evis>30 MeV, and if the event is 1-ring elike,

the final cut amome>100 MeV (the variable amome is the reconstructed momentum

of the ring under the assumption that the particle is an electron). From this FCFV

sample, four analysis cuts are applied:

1. 1-ring (if evis<100 GeV)

2. e-like

3. 0 decay electrons

4. 0 tagged neutrons

The first two cuts search for a single relativistic electron, while the final two cuts

remove events with a signature of a nuclear interaction. Decay electrons in e-like

events are the result of the π± → µ± → e± decay chain with the π± coming from a

neutrino-nucleus interaction. Tagged neutrons are those that have escaped the nu-

cleus following a neutrino-nucleus interaction, or are knocked out of a nucleus by

particles propagating after the interaction. These neutrons thermalize, and capture

on hydrogen. Neutron captures are particularly numerous following neutrino deep
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inelastic scattering. Neither decay electrons nor neutron captures should occur fol-

lowing the elastic scatter of an electron by a boosted dark matter particle. The 1-ring

cut is not applied for events with visible energy above 100 GeV, as the ring counting

algorithm, which is tuned for lower energy events, becomes unreliable at such high

energies. We choose to restrict this analysis to SK-IV data only in order to take

advantage of neutron tagging to remove atmospheric neutrino background.

Because the atmospheric neutrino background to this search is strongly energy

dependent, events are separated into three samples based on visible energy with

ranges 100 MeV<Evis <1.33 GeV, 1.33 GeV<Evis <20 GeV , and Evis >20 GeV.

The number of data events is shown for each sample in Table 6.3, along with the

simulated atmospheric neutrino Monte-Carlo (MC) expectation. The signal efficiency

at representative energies based on signal electron MC is also shown. The importance

of the decay electron and neutron tagging cuts is particularly evident in the highest

energy sample (Evis > 20 GeV), where they reduce the background by about a factor

of 10 with minimal effect on signal efficiency.

The angular and energy resolutions for events passing all selection and analysis

cuts are shown in Figures 6.11 and 6.12. As can be seen in Figure 6.11, the angular

resolution for these events is better than 3◦ for all energy ranges. The bias in the

high energy range (Figure 6.12(c)) is due to the detector becoming saturated for very

high energy events.

The efficiency of the selection and analysis cuts is shown in Figure 6.13. Efficiency

is defined as the number of events passing a set of cuts divided by the number of events

simulated in the fiducial volume. This is not exactly equivalent to the fraction of cut-

passing events produced in the fiducial volume, since events can migrate into, or out

of, the fiducial volume. The total efficiency of the analysis rises sharply around 100

MeV and stays above 90% until around 5-10 GeV. It remains above 80% until around
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100 MeV< Evis < 1.33 GeV 1.33 GeV < Evis < 20 GeV
Data ν-MC εsig(0.5 GeV) Data ν-MC εsig(5 GeV)

FCFV 15206 14858.1 97.7% 4908 5109.7 93.8%
& single ring 11367 10997.4 95.8% 2868 3161.8 93.3%
& e-like 5655 5571.5 94.7% 1514 1644.2 93.0%
& 0 decay-e 5049 5013.8 94.7% 1065 1207.2 93.0%
& 0 neutrons 4042 3992.9 93.0% 658 772.6 91.3%

Evis > 20 GeV
Data ν-MC εsig(50 GeV)

FCFV 118 107.5 84.9%
& single ring 71 68.2 82.2%
& e-like 71 68.1 82.2%
& 0 decay-e 13 15.7 82.2%
& 0 neutrons 3 7.4 81.1%

Table 6.3: Number of events over the entire sky passing each cut in 2628.1 days of SK4
data, simulated ν-MC background expectation, and signal efficiency at repre-
sentative energy after each cut.
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Figure 6.11: Angular resolution for events passing all selection and analysis cuts, from
signal MC in 3 energy ranges.

50 GeV. The main cause of the reduction of efficiency with increasing energy is the

loss of containment at high energies; many higher energy electromagnetic showers are

able to penetrate from the FV into the OD, and so do not pass fully-contained cuts.
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Figure 6.12: Energy resolution for events passing all selection and analysis cuts, from
signal MC in 3 energy ranges.

6.8 Ring Counting

The ring counting algorithms in APFIT have never been tuned for high energy

events. As it turns out, APFIT finds phantom rings in many high energy electro-

magnetic showers as in Figure 6.14. The efficiency of the 1-ring cut for this analysis

drops off very sharply around 10 GeV if no adjustment is made, as shown in Figure

6.15.

These phantom rings are caused by fluctuations in the light patterns of high energy

events. Due to the large amount of light from high energy events, these statistical

fluctuations can trick APFIT into thinking it sees a low energy ring in addition to the

main ring. To fix this pathology, a test variable is constructed to merge rings which

could reasonably be caused by statistical fluctuations:

α2
iring

=
1

NPMT,θ<70◦

∑
jPMTθ<70◦

QDev2iring,jPMT

QDeviMER,jPMT

, (6.12)

where NPMTθ<70◦ is the number of PMT’s within 70◦ of the direction of the ring, iMER

is the index of the most energetic ring, and QDevi,j is the devided charge of the jth
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Figure 6.13: Efficiency of the selection and analysis cuts as a function of energy. Beginning
with the FCFV reduction (dashed-dotted blue), the addition of the 1-ring
(dashed green), e-like (dotted red) and finally 0 decay electrons and 0 tagged
neutrons cuts to arrive at the final efficiency (solid cyan) are shown. Note
that the efficiency of the 0 decay electrons cut is > 99.99%, so that the drop
from the dotted red line to solid cyan line is due solely to the background
rate of the neutron tagging algorithm.

PMT assigned to the ith ring, defined as:

QDevi,j = Qmeasured
j

Qexpected
i,j∑

k

Qexpected
k,j

, (6.13)

where Qexpected
i,j is the charge expected in the jth PMT due to the ith ring and Qmeasured

j

is the charge measured in the jth PMT. The variable QDevi,j is stored in the common

block array APPEDEV in APFIT. In order to fill APPEDEV with usable values,

sprngsep(2,1,1,3) is run. For rings which are not the most energetic ring, α is calcu-

lated, and the ring is merged into the most energetic ring if α < 0.6. Figure 6.16 shows

the distribution of values of α for real and fake rings in the signal electromagnetic

shower and background atmospheric neutrino MC. Since, the 1-ring cut efficiency is
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Super-Kamiokande IV
Run 999999 Sub 0 Event 20 
16-10-15:03:19:18

Inner: 10998 hits, 318575 pe

Outer: 1 hits, 0 pe

Trigger: 0x07

D_wall: 770.5 cm

Evis:  33.1 GeV

2 e-like rings: mass = 5549.1 MeV/c^2
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Figure 6.14: Example of a phantom ring found by APFIT. This is a single electron at
36 GeV. APFIT correctly finds the ring corresponding to the electron, but
also finds an additional phantom ring. When the ring counting adjustment
described in the section is applied, the phantom ring is removed.
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Figure 6.15: Effeciency of the selection and analysis cuts as a function of energy, with no
ring counting adjustment. Color scheme is the same as in Figure 6.13. Note
the sharp drop in the efficiency of the 1-ring cut (dashed green).

only problematic at high energies, this merging technique is only applied to events

with Evis >1.33 GeV. Even with merging, the efficiency of the 1-ring cut begins to

deteriorate at around 100 GeV, so the cut is removed for events above 100 GeV. Since

the atmospheric neutrino background drops sharply with energy, this has a minimal

effect on the background. These adjustments to ring counting improve the final effi-

ciency from that seen in Fig. 6.15 to that seen in Fig. 6.13, with minimal increase of

the atmospheric neutrino background.

6.9 ID-OD Crosstalk

When ID PMTs are hit by very large amounts of light (100’s to 1000’s of pe),

ID-OD crosstalk can occur leading to fake hits in the OD in the areas of high ID

light activity. For the standard atmospheric neutrino FCFV sample this is a minimal

issue, since there is not enough light in events with energies of a few GeV to cause
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Figure 6.16: Test variable for merging rings in high energy events. If α > 0.6, the ring is
merged into the most energetic ring.

crosstalk problems. However, for higher energy events approaching 100 GeV, ID-OD

crosstalk can lead to fake OD triggers and events failing FC selection even though

their physics activity is contained within the ID. Consider as an example the event in

Fig. 6.17 which failed the final nhitac cut of the official FC selection. It is clear that

this is not a normal PC event. There is no exit point in the ID, and the OD activity

is in the same location as the ID activity, as opposed to in the location a particle

traveling in the direction of the ID ring would be expected to exit the ID.

Fortunately, OD crosstalk hits are fairly easy to recognize, as they usually have

very small PMT pulses. Figure 6.18 shows the distribution of the size of OD hits

for three energy samples, in data and MC. In the data, there is a dramatic spike of

low p.e. OD hits in the highest energy sample, due to ID-OD crosstalk. The small

size of the ID-OD crosstalk hits is likely due to the bipolarity of crosstalk induced

signals; the positive and negative portions of crosstalk induced signals nearly cancel

one another out once integrated. Fig. 6.19 shows the same event as Fig. 6.17, with

OD hits of less than 0.2 p.e. removed. Note that the OD is now quiet.

In order to compensate for this ID-OD crosstalk, I ran an adjusted version of FC

reduction for the Boosted Dark Matter analysis. Anywhere in the FC reduction that
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Super-Kamiokande IV
Run 71506 Sub 77 Event 18991411 
13-07-27:10:43:02

Inner: 10977 hits, 913707 pe

Outer: 16 hits, 3 pe

Trigger: 0x1000000f

D_wall: 673.2 cm

Evis:  94.5 GeV

e-like, p = 94460.3 MeV/c

Charge(pe)
    >1014
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Figure 6.17: A 94.5 GeV single ring e-like event, from SK-IV FCFV data. This event has
an OD trigger from the OD activity which closely follows the patter of high
ID PMT activity.
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Figure 6.18: Number of p.e. in each OD hit. Black is SK-IV FCFV Data, blue is SK-IV
FCFV atm MC. Note that Data-MC is relatively good for the 100 MeV-1.33
GeV and 1.33 GeV-20 GeV samples, but there is a dramatic spike at low p.e.
in the > 20 GeV sample. These additional low p.e. hits are due to ID-OD
crosstalk.

OD hits were counted, I applied a threshold so that only OD hits of greater than

0.2 p.e. were included. Since some true OD hits will be removed by this threshold

(see Fig. 6.18), I lowered the cut values based on OD hit counts by about 5%. I also

calculated a modified version of nhitac that counted only OD hits greater than 0.2

pe. As a result 14 new FCFV events were found (3 new events pass the modified

FC selection, and 11 events which passed the official FC selection but failed the final

nhitac cut pass the modified nhitac cut). All events which passed the official FC

reduction still passed the modified FC reduction. All new FCFV events included
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Inner: 10977 hits, 913707 pe

Outer: 16 hits, 3 pe

Trigger: 0x1000000f

D_wall: 673.2 cm
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Figure 6.19: The same event as in Fig. 6.17, with OD hits of less than 0.2 p.e. removed.
Note that the OD activity is now minimal. (Hits below 0.2 p.e. a visible in
very light grey).
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Figure 6.20: Fraction of events with OD trigger (and thus no neutron tagging available) as
a function of visible energy. Fit is of form frac=1− exp(−A(evis− 20GeV )).

an OD trigger, which means that neutron tagging could not be performed on these

events (see Section 2.5.2). Fig. 6.20 shows the approximate fraction of events on

which neutron tagging can be performed, as a function of visible energy. The fraction

is computed directly from data. Events for which neutron tagging is unavailable are

considered signal if they pass the first three analysis cuts. This inability to perform

neutron tagging on the highest energy events results in an increase in the expected

background from 5.9 to 7.4 events over the entire sky for the > 20 GeV sample. Of

the 14 new FCFV events found, none passed all analysis cuts.

6.10 Selecting Opening Angles

Optimal cone angles were selected to maximize the Figure-of-Merit ε/
√
b, where ε

is efficiency and b is background. For each combination of halo model and production

method, the signal MC was reweighted assuming the direction of the scattered electron

was the same as the direction of the boosted dark matter. The Figure-of-Merit is

shown in Fig. 6.21. The optimal half-opening angle of the search cone was found to
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Figure 6.21: Cone opening angle optimization for boosted dark matter from annihilation
and decay. In both 6.21(a) and 6.21(b) the solid blue is the NFW halo model,
dotted red is the Kravtsov halo model, and dashed green is the Moore halo
model. Note since the scaling is arbitrary, the efficiencies have been scaled
by different amounts for each model so that they can all be seen on the same
plot.

range from less than 5◦ to around 40◦, depending on halo model and boosted dark

matter production method. We therefore used eight search cones around the Galactic

Center, ranging from 5◦ to 40◦ in steps of 5◦. When the Sun is the signal source the

situation is much simpler, since it is effectively a point source. A single search cone

of 5◦ around the Sun was this used for the solar search.

6.11 Background Estimation

A data-driven Away-From-Source (AFS) method was used to estimate background

due to atmospheric neutrinos for the two lower energy samples. In order to avoid

contamination from a potential signal, the AFS region is defined as everything outside

an 80◦ cone for the Galactic Center search, and everything outside of the 5◦ search

cone for the solar search. The AFS regions are defined, like the search cones, in

celestial coordinates for the Galactic Center search, and solar coordinates for the
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Figure 6.22: “Away From Source” (AFS) region shown in blue, and search cone shown in
gray for a search cone of 25◦ half-opening angle around the galactic center.
The red diamond it at the location of the galactic center. The dotted black
line represents the 80◦ cone outside of which the AFS region is defined.
For an event at the location of the yellow start, the weight for background
estimation is the ratio of the gray arc to the blue arc.

Sun search. For a particular search cone, each data event in the AFS region can be

assigned two values based on its direction in horizontal coordinates d̂:

• TAFS is the fraction of time d̂ spends within the AFS region.

• Tcone is the fraction of time d̂ spends within the search cone.

The event is then weighted by the ratio Tcone/TAFS. The sum of these weights gives

an estimate of the background in the search cone, while the square-root of the sum

of the squares of the weights gives the uncertainty on this estimate. The background

estimate “Away From Source” (AFS) region and search cone are shown for a 25◦

degree cone around the Galactic Center in Fig. 6.22.

The GC remains at the same declination at all times, and a single rotation of the

Earth over the course of a day rotates horizontal coordinates in declination. The ratio
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Tcone/TAFS can therefore be calculated analytically for the GC search. It is it equal to

the ratio of right ascensions spanned by the search cone to right ascensions spanned

by the AFS region at a particular declination, which is visualized in Fig. 6.22. The

details of this calculation can be found in Appendix A.

A similar technique could be applied to the search around the Sun. However the

declination of the sun changes with time, and so the math becomes more complicated.

Instead, a slightly different approach was taken. For an event in the AFS region, the

correct weight to use for background estimation is the ratio of time that the horizontal

coordinate direction of the event spends within the 5◦ search cone around the sun to

the time it spends outside the search cone. These weights are calculated as follows:

• Directions in horizontal coordinates are divided into a grid of 1000 bins in

azimuth by 600 bins in cosine zenith.

• The weight for events in each bin is computed by stepping through a year in

steps of 1 second and counting up the amount of time each bin is within 5◦ of

the sun.

The fraction of time spent within 5◦ of the sun as a function of cosine zenith and

azimuth is shown in Fig. 6.23

For applications to the galactic center, and to the Sun, it is implicitly assumed

that the detector has been run uniformly in time. This assumption could introduce

error in the background estimates if instead the detector has run much more at certain

times of the day or year than at others. Therefore, 500 years of atmospheric neutrino

MC was used to test the validity of the AFS method. The time of each MC event

was chosen from the times of real data events. The AFS method was applied to

the MC, and the background estimate made by this method was compared to the

number of events found in the search cone in the MC. If these numbers were found
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Figure 6.23: The fraction of time spent with 5◦ of the sun, as a function of cosine zenith
and azimuth.

to be very different, it would indicate non-uniformity of the time when the detector

has been run is leading to a bias in the AFS background estimate. As can be seen in

Fig. 6.24, the difference is both statistically consistent with zero, and much smaller

than the uncertainty in the AFS background estimates when applied to real data.

Therefore, any potential bias in the AFS method introduced by non-uniform running

of the detector can be ignored.

For the above 20 GeV event sample, there would be too few events in the AFS re-

gion for the above technique to work well. Instead, the MC estimate for the expected

number of atmospheric neutrino events in the search cone was taken as the background

estimate. The MC was livetime normalized and oscillated according to 3-flavor oscil-

lations with oscillation parameters: ∆m2
23 = 2.5 × 10−3 GeV2, ∆m2

12 = 7.65 × 10−5

GeV2, sin2 θ23 = 0.5875, sin2 θ13 = 0.0219, sin2 θ12 = 0.309, andδcp = 4.19. The sys-

tematic uncertainty on this estimate is found by summing in quadrature the effects

of 1-σ shifts of all 75 official SK-IV systematics. The uncertainty of oscillation pa-

rameters were also included as systematics. Of these, only 18 cause more than a



144

°GC 5 °GC 10 °GC 15 °GC 20 °GC 25 °GC 30 °GC 35 °GC 40 °Sun 5
Search Cone

10−

8−

6−

4−

2−

0

2

4

6

8

10
F

ra
ct

io
na

l D
iff

er
en

ce
 (

%
)

(a) Low Energy

°GC 5 °GC 10 °GC 15 °GC 20 °GC 25 °GC 30 °GC 35 °GC 40 °Sun 5
Search Cone

25−

20−

15−

10−

5−

0

5

10

15

20

25

F
ra

ct
io

na
l D

iff
er

en
ce

 (
%

)

(b) Mid Energy

Figure 6.24: Verification of AFS method. The blue histogram shows the fractional dif-
ference between the AFS background estimate when applied to MC and the
actual number of events in the search cone in MC. The green shows the AFS
background estimate uncertainty when applied to data.

1% shift in our background estimate at 1-σ. Uncertainties causing more than a 5%

shift at 1-σ are shown in Table 6.4. The systematic uncertainty of the above 20 GeV

sample is dominated by the systematic uncertainty of the neutron tagging cut. This

accounts for the uncertainty in the efficiency of our neutron tagging algorithm, as well

as the uncertainty in the production and transport of neutrons in the detector. It

was estimated from a data-MC comparison of the fraction of events passing the first

three selection cuts and having zero tagged neutrons, as a function of visible energy.

Above about 10 GeV of visible energy, there are very low statistics for the data, and

so a data-MC comparison is difficult to make. Therefore, above 3 GeV the data and

MC were fit to logarithmic functions A + B log Evis

GeV
, as shown in Fig. 6.25(a). The

systematic uncetainty was then taken as the difference between the data fit and the

MC fit in the region above 7.6 GeV of visible energy. The total uncertainty for the

above 20 GeV event sample is 29.8%.

The background estimates for the samples below 20 GeV are compared to MC

background estimates in Fig. 6.26. The systematic uncertainties on the MC back-
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ground estimates for these samples were computed in the same way as for the above

20 GeV sample, resulting in uncertainties of 18.4% and 17.7%, respectively. As can

be seen in Fig. 6.26, the two background estimation techniques agree with one an-

other to within systematic uncertainties, and the systematic uncertainties on the AFS

technique are much smaller than those on the MC based estimate.

Systematic 1-σ shift
Neutron Tagging Cut 23%
Normalization (Flux, Data reduction, FV) 11%
Energy Calibration 6%
Garczyk and Socyzk 1π axial coupling 5%

Table 6.4: Largest systematic uncertainty contributions for High Energy sample.

6.12 Analysis and Results

The results of the search are shown in Table 6.5 [112]. The observed data are

consistent with expected background for both the Galactic Center and Sun searches.

In the highest energy sample, the search is essentially background free, and no candi-

dates were found in any of the search cones. Skymaps of the locations of every event

passing the analysis cuts are provided for each energy sample in Figs. 6.27 and 6.28.

For each cone and energy sample, confidence intervals for the observed boosted

dark matter event rate were computed using a Poisson χ2 statistic that incorporates

the systematic uncertainty on the background estimate through the pull method

[13, 113]:

χ2(s) = min
δ

[
2

(
E −O +O ln

O
E

)
+ δ2

]
, (6.14)

where E = b(1 + δσ) + s, b is the estimated background with systematic uncertainty

σ, s is the signal excess being tested, δ is the systematic pull that is minimized over,
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Figure 6.26: Comparison of AFS background estimates to MC background estimates for
Low Energy and Mid Energy samples. The two background estimation tech-
niques agree to within systematic uncertainties, and the AFS technique has
much smaller systematic uncertainties.

and O is the observed number of events. The test statistic ∆χ2 was calculated by

subtracting the global minimum χ2. The confidence levels to allow values of s were

obtained by comparing the measured value of ∆χ2 at a particular value of s to the

∆χ2 distribution of a large number of toy MC produced assuming that level of signal.

Since the s = 0 hypothesis is allowed at 90% confidence for all search cones and

energy samples, the upper ends of the 90% confidence intervals are interpreted as

90% upper limits, and presented in Table 6.5.

To demonstrate the application of this result to a specific model, limits were

calculated on the baseline boosted dark matter model described in Section 6.3, with

the Galactic Center as the signal source. Limits were calculated for two scenarios of

ψB production, one where ψB is produced through annihilation of ψA with ψ̄A, and

another where ψB is produced through the decay of ψA. In the annihilation scenario,

the thermal annihilation cross section is set to 〈σAĀ→BB̄v〉 = 5×10−26 cm3/s in order

to achieve the observed relic density ΩA ≈ 0.2 through an assisted freeze out scenario

[87, 95]. The energy of ψB is equal to mA in this scenario. In the decay scenario, the
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100 MeV< Evis < 1.33 GeV 1.33 GeV < Evis < 20 GeV
Search
Cone

Expected
Bckg

Data Sig Rate
Limit
(kT-y)−1

Expected
Bckg

Data Sig Rate
Limit
(kT-y)−1

GC 5◦ 8.4± 0.7 5 0.017 1.6± 0.3 1 0.018
GC 10◦ 32.0± 1.9 24 0.023 6.3± 0.84 5 0.026
GC 15◦ 72.5± 3.5 69 0.078 13.6± 1.6 11 0.032
GC 20◦ 126.5± 5.4 125 0.123 23.3± 2.3 18 0.028
GC 25◦ 196.8± 7.6 202 0.201 35.4± 3.3 31 0.049
GC 30◦ 283.7± 10.1 285 0.214 49.3± 4.3 48 0.081
GC 35◦ 384.8± 12.8 375 0.187 68.1± 5.4 67 0.101
GC 40◦ 499.6± 15.9 494 0.249 90.2± 6.9 90 0.124
Sun 5◦ 7.59± 0.18 5 0.017 1.25± 0.07 1 0.015

Evis > 20 GeV
Search
Cone

Expected
Bckg

Data Sig Rate
Limit
(kT-y)−1

GC 5◦ 0.016± 0.005 0 0.015
GC 10◦ 0.060± 0.018 0 0.015
GC 15◦ 0.14± 0.04 0 0.014
GC 20◦ 0.25± 0.07 0 0.014
GC 25◦ 0.37± 0.11 0 0.013
GC 30◦ 0.53± 0.16 0 0.012
GC 35◦ 0.70± 0.21 0 0.011
GC 40◦ 0.90± 0.27 0 0.011
Sun 5◦ 0.015± 0.004 0 0.015

Table 6.5: Estimated backgrounds,numbers of events in data, and signal event rate limits
for each cone and each energy sample. The event rate limits are at the 90%
confidence level.

decay lifetime of ψA, τdecay, is taken to be a free parameter, and the energy of ψB is

assumed to be mA/2.

Limits were calculated separately for the Moore, NFW, and Kravtsov Galactic

halo models, using the results from a different cone for each fit. For the annihilation

scenario, the 5◦ cone was used for the Moore model, the 10◦ cone for the NFW model,

and the 40◦ cone for the Kravtsov model. For the decay scenario, the 40◦ cone was



149

40°S

30°S

20°S

10°S

0°

10°N

20°N

30°N

80°S 80°S70°S 70°S60°S 60°S50°S 50°S

20°W

0°

140°W 120°W 100°W 80°W 60°W 40°W

(a) 100 MeV-1.33 GeV

40°S

30°S

20°S

10°S

0°

10°N

20°N

30°N

80°S 80°S70°S 70°S60°S 60°S50°S 50°S

20°W

0°

140°W 120°W 100°W 80°W 60°W 40°W

(b) 1.33 GeV-20 GeV

40°S

30°S

20°S

10°S

0°

10°N

20°N

30°N

80°S 80°S70°S 70°S60°S 60°S50°S 50°S

20°W

0°

140°W 120°W 100°W 80°W 60°W 40°W

(c) > 20 GeV

Figure 6.27: Location of all events passing analysis cuts near the galactic center. The 8
grey circles show the 8 cones around the galactic center used in the analysis.

used for all three galactic halo models. These cones were selected using the cone

optimization technique described earlier. For each halo model, signal MC events

were reweighted based on the values of mA,mB,mγ′ , ε and g′ at the particular point

in parameter space being tested. This reweighting accounts for the model-dependent

recoil electron energy spectrum, as well as the model-dependent smearing between the

boosted dark matter direction and the recoil electron direction. The effect of boosted

dark matter scattering off both electrons and protons in the Earth is also accounted

for, though this effect is negligible for the majority of the allowed parameter space.
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(a) 100 MeV-1.33 GeV
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(b) 1.33 GeV-20 GeV

80°S70°S
60°S

50°S
40°S

30°S
20°S

10°S
0°

10°N
20°N

30°N
40°N

50°N
60°N70°N 80°N

80°S 70°S
60°S

50°S
40°S

30°S
20°S
10°S
0°
10°N

20°N
30°N

40°N
50°N

60°N70°N80°N
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Figure 6.28: Location of all events passing analysis cuts. The grey shows a 40◦ cone
around the galactic center, which is shown by the red diamond

A binned χ2 statistic was then computed similar to the one described above:

χ2 =
3∑
i

min
δi

[
2

(
Ei −Oi +Oi ln

Oi

Ei

)
+ δ2i

]
, (6.15)

with variables defined as before, summed over three bins corresponding to the three

energy samples. The ∆χ2 test statistic was then calculated by subtracting the global

minimum χ2. Confidence intervals were found by comparing the measured ∆χ2 values

with the distributions of ∆χ2 values found by many toy Monte Carlo simulations

produced at each point. Ninety-percent confidence intervals were computed in the ε
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Annihila'on	

Decay	

Figure 6.29: 90% Confidence Interval upper limits for mB=200 MeV, m′
γ=20 MeV, and

g′=0.5, for boosted dark matter produced by annihilation (top) and decay
(bottom).

vs mA plane for the annihilation scenario, and the ε/τdecay vs mA plane for the decay

scenario, with mB, m
′
γ and g′ set to representative values of mB=200 MeV, m′

γ=20

MeV, and g′=0.5. Since the ε = 0 points, which correspond to no signal, are allowed

at 90% confidence, the resulting confidence intervals are interpreted as upper limits.

These limits are shown for the Moore, NFW, and Kravtsov halo models in Fig. 6.29.



Chapter 7

Conclusion

Pauli’s neutrino and Zwicky’s dark matter have led very different experimental

lives. While the neutrino was experimentally observed about 20 years after its pro-

posal, and its properties are now fairly well understood, dark matter remains one

of the most mysterious aspects of the Universe. In this thesis, I have added to our

confidence in our understanding of neutrinos by showing for the first time that at-

mospheric neutrino oscillations at Super-Kamiokande show evidence of Earth matter

effects, in line with theoretical expectations. The observation of Earth matter effects

in atmospheric neutrinos is an important step towards measuring neutrino mass hi-

erarchy, since the sensitivity of atmospheric neutrinos to mass hierarchy is a result

of Earth matter effects. I have also searched for a relatively newly proposed class of

dark matter, called boosted dark matter, by looking for excess events which could

be electrons elastically scattered by boosted dark matter coming from the Galactic

Center or Sun. The lack of any excess reported herein represents the first experimen-

tal search for this class of boosted dark matter, and constrains boosted dark matter

theories, helping to narrow down the list of dark matter candidates.
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Expectations1 about the future experimental stories of neutrinos and dark matter

are also divergent. The next generation of neutrino experiments seems likely to largely

resolve the major remaining mysteries of neutrinos in the next 10 to 20 years. Non-

gravitational observation of dark matter, on the other hand, could happen in the next

few years, or could still be a dream half a century from now.

A nice analogy for the two situations is two different parties with a piñata at each.

At one party, we’ve found the piñata, and are now in the process of knocking it down

to find out exactly what type of candy is inside. At the other party, we are wandering

blindfolded around a room swinging a bat, because we are pretty certain there is a

piñata somewhere in here. Thank goodness there will be candy when we finally find

it!

1mine, at least



Appendix A

Calculation of Weights for Galactic

Center Background

As stated in Section 6.11, for the GC background calculation, the weight of each

event in the AFS region is equal to the ratio of right ascensions spanned by the

search cone to right ascensions spanned by the AFS region at that declination, which

is visualized in Fig. A.1(a).

This weight can be written in terms of the variables in Figure A.1(b) as w =

αcone

π−αAFS
. To compute αcone and αAFS, the points must be found where a cone of half

opening angle θ centered on the direction to the galactic center, a plane at declination

φdec, and the unit sphere intersect. (The directions are without loss of generality

assumed to be unit vectors, thus the inclusion of the unit sphere requirement). In

Fig. A.1(a), for the AFS region (GC search cone), these points are at the intersection

of the blue (gray) cone, pink plane, and the circle drawn on the plane. The circle

in Fig. A.1(b) is the intersection of the plane and the unit sphere, and so rdec =

cosφdec. Defining the x-axis as pointing toward the right ascension of the galactic

center at declination 0, the z-axis as extending from the poles of the earth so that +ẑ
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(a) (b)

Figure A.1: Visualization of the event weighting for background estimation. An event
found in the AFS region at the declination respresented by the plane is
weighted by the ratio of the gray arc to the blue arc. Figure A.1(b) shows
Figure A.1(a) as seen from directly above.

correspondes with a declination of 90◦ and -ẑ with a declination of -90◦, and the y-axis

accordingly to keep the coordinate system right handed, we can write the position of

the two intersection points as:

v̂± = (x′,±y′, z′) (A.1)

and the Galactic Center direction as:

v̂GC = (cos(−29◦), 0, sin(−29◦)) (A.2)

Since v̂± are on the plane at declination φdec we have:

z′ = sinφdec (A.3)
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Additionally, since v̂± are on the cone of half opening angle θ around the Galactic

Center we have

|v̂± − (v̂± · v̂GC)v̂gc|
|(v̂± · v̂GC)v̂GC|

= tan θ (A.4)

v̂± · v̂GC > 0 (A.5)

Solving Equation A.4 under the condition of Equation A.5, we have:

√
(v̂± − (v̂± · v̂GC)v̂GC) · (v̂± − (v̂± · v̂GC)v̂GC)√

((v̂± · v̂GC)v̂GC) · ((v̂± · v̂GC)v̂GC)
= tan θ (A.6)√

v̂± · v̂± + (v̂GC · v̂GC − 2)(v̂± · v̂GC)2√
(v̂± · v̂GC)2v̂GC · v̂GC

= tan θ (A.7)√
1− (v̂± · v̂GC)2

v̂± · v̂GC

= tan θ (A.8)

1− (v̂± · v̂GC)
2 = tan2 θ(v̂± · v̂GC)

2 (A.9)

v̂± · v̂GC =

√
1

1 + tan2 θ
(A.10)

x′ cos(−29◦) + sinφdec sin(−29◦) =

√
1

1 + tan2 θ
(A.11)

x′ =
− sinφdec sin(−29◦) +

√
1

1+tan2 θ

cos(−29◦)
(A.12)

where we have used the fact that (v̂GC · v̂GC) = (v̂± · v̂±) = 1. The angle α is then

found as

cosα =
x′

rdec
=

− sinφdec sin(−29◦) +
√

1
1+tan2 θ

cos(−29◦) cosφdec

(A.13)
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The weight for an event in the AFS region at declination φdec can thus be found as

w(φdec) =
αcone

π−αAFS
(A.14)

cosαcone =
− sinφdec sin(−29◦)+

√
1

1+tan2 θcone

cos(−29◦) cosφdec
(A.15)

cosαAFS =
− sinφdec sin(−29◦)+

√
1

1+tan2 θAFS

cos(−29◦) cosφdec
(A.16)

The background estimate and uncertainty on the estimate are then

Best =
∑
i

w(φdec,i) (A.17)

σBest =

√∑
i

w2(φdec,i). (A.18)
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