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ABSTRACT

Neutrino oscillation experiments have demonstrated evidence for three distinct

neutrino masses. However, whether there are two light neutrinos and one heavy

neutrino (normal), or the other way around (inverted), known as the neutrino mass

ordering, remains undetermined. This thesis presents a search for indications of the

neutrino mass ordering in 6511 live-days (484 kiloton-years) of atmospheric neutrino

data collected with the Super-Kamiokande (SK) detector between 1996 and 2020.

The data set is a 30 % increase in exposure since the previous published analysis,

and the analysis methodology includes improvements to the separation of neutrino

and anti-neutrino data. This thesis also presents an analysis of the SK data with

constraints on neutrino oscillation parameters from reactor neutrino experiments and

the T2K long-baseline experiment. The constraints from the T2K experiment include,

for the first time, an anti-neutrino-enhanced data sample. The atmospheric neutrino

analysis favors the normal neutrino mass ordering, rejecting the inverted ordering

at the 92.3 % (1.43 σ) level. The inclusion of external constraints from T2K data

increases the rejection to the 97.9 % (2.03 σ) level.
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Chapter 1

Introduction

1.1 The Neutrino Mass Ordering

Is there one heavy neutrino and two light neutrinos, or the other way around? This

is a simple question to pose in 2023, but its simplicity encodes decades of theoretical

and experimental results which have enabled us to ask it. This question presupposes

the following statements: There are three neutrinos. Neutrinos have mass. Two of

the neutrinos are close in mass, while a third is not. We have strong evidence for these

individual statements, but somehow, we ended up short of putting the neutrinos in

order. This is the neutrino mass ordering question.

The outlook for resolving this problem is optimistic: New experiments on the hori-

zon will produce, detect, and measure more neutrinos than ever before. Additionally,

combined measurements of neutrino properties from multiple, currently-operating ex-

periments have the potential to converge on a single answer—either “normal” for one

heavy neutrino, or “inverted” for two—possibly by the end of the decade [1]. In 2023,

our current best measurement of the neutrino mass ordering primarily comes from

three operating experiments: The Tokai to Kamioka (T2K) experiment, the NuMI

Off-axis νe Appearance (NOvA) experiment, and the Super-Kamiokande (SK) exper-

iment. Figure 1·1 summarizes recent measurements of the neutrino mass ordering

from T2K and NOvA: The horizontal and vertical axes show possible combinations

of parameters of nature which, when combined with an assumption about the mass

ordering, give better or worse agreement with observed data. Their uncertainties are
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Figure 1·1: NOvA and T2K measurements of neutrino oscillation
parameters sin2 θ23 and δCP in each of the two neutrino mass ordering
scenarios. Figure is reproduced from [2].

shown by the filled regions for NOvA and as black outlines for T2K. The top panel

shows the parameter measurements assuming the normal ordering, while the bottom

panel shows the same parameters assuming the inverted ordering.

We can make several observations about the figure. First, the normal ordering

contains the parameters which best describe both data sets. This is indicated by the

black cross and square in the top panel. Second, the parameter regions in the bottom

panel are smaller than those in the top panel. This indicates that a larger amount

of the parameter space is ruled out in the inverted ordering. Finally, we note that,
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in the normal ordering, the filled region from NOvA and the outline from T2K do

not overlap. This tells us that, at present, their data sets are in tension, and favor

different parameters of nature.

The tension between T2K and NOvA creates the following situation for the neu-

trino mass ordering: Both experiments are better described by the normal ordering,

but their preferences for other parameters only overlap in the inverted ordering. Dis-

entangling these conflicting statements will require more data from the T2K and

NOvA experiments. In the meantime, we can turn to the other experiment, SK, to

weigh in on the mass ordering.

Unlike the T2K and NOvA experiments, which make their measurements using

artificial neutrino beams, the SK experiment observes neutrinos produced in the at-

mosphere. These atmospheric neutrinos offer a unique perspective on the neutrino

mass ordering. This thesis will describe the historical context for how we have arrived

at the neutrino mass ordering question, how the SK experiment is sensitive to measur-

ing it, and then present the current best measurement of the neutrino mass ordering

using atmospheric neutrinos. The thesis will conclude with a combined analysis of

the SK and T2K data sets to further improve the measurement.

1.2 Brief History of Neutrinos

Neutrinos were originally proposed by Wolfgang Pauli in 1930 as an explanation for

the continuous distribution of electron energies observed from beta decays [3]. In a

beta decay, it was known that a neutron at rest decays into an electron and a proton,

which, through conservation of momentum and energy, should always result in an

electron and proton with fixed energies,

n
?→ p + e−. (1.1)
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While many explanations, including violations of energy conservation [4], were con-

sidered to explain this phenomenon, Pauli proposed the presence of a third particle,

which carried away part of the energy of the decay, as the solution. The beta decay

reaction, including a neutrino, is written as

n → p + e− + ν, (1.2)

where ν represents the neutrino. Two properties of the neutrino, that it was extremely

light and electrically neutral, were inferred from the beta decay spectrum, and that

any charged particles would have been detected.

While the proposed neutrino solved the beta decay issue in theory, experimental

detection of a neutrino would not be accomplished until 1956. A neutral particle,

perhaps massless, would necessarily have a minuscule chance of interaction. Hans

Bethe and Rudolf Peierls, using Enrico Fermi’s theory of the weak nuclear force,

calculated this chance in 1934, estimating the interaction cross section of a neutrino

produced from beta decay as σ < 10−44 cm2 [5, 6]. Thus, only a large detector and a

huge quantity of neutrinos from a known source would suffice to make an observation.

Twenty years later, Arthur Cowan and Frederick Reines devised a plan to observe

anti-neutrinos from a nuclear reactor via the inverse beta decay process,

ν̄e + p → n + e+. (1.3)

The Cowan-Reines experiment hoped to identify these inverse beta decays using the

coincidence of the energy emission from the anti-electron, e+, annihilation with atomic

electrons in the detector, followed by the additional energy release from the capture

of the neutron by cadmium molecules. The experiment observed excess coincidences

when the nuclear reactor was operational, implying the presence of neutrinos, and

also confirmed Bethe and Peierls cross section prediction [7].
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More neutrino experiments followed which established three distinct neutrino

“flavors.” The neutrinos observed by Cowan and Reines always produced an anti-

electron, which later became understood as the anti-particle of one of three flavors

of charged leptons. In 1962, Leon Lederman, Melvin Schwartz and Jack Steinberger

observed neutrinos which produced the next-heaviest charged lepton, the muon, at

Brookhaven National Laboratory [8]. In contrast to the Cowan-Reines experiment,

the Brookhaven experiment used a source of stopped pions which decayed into muons

and neutrinos. When these neutrinos interacted in a downstream detector, muons

were detected instead of electrons. The third neutrino associated with the tau lepton

was observed by the Direct Observation of the Nu Tau (DONUT) experiment in 2000

[9] using high-resolution emulsion detectors to observe any short-lived tau particles

produced in neutrino interactions. Apart from these direct observations, detectors at

the Large Electron-Positron Collider (LEP) observed decays of the 91 GeV Z boson

at a rate in precise agreement with predictions which assumed exactly three neutrino

flavors.

1.3 Neutrinos in the Standard Model

In the 1970s, Sheldon Glashow, Steven Weinberg, and Abdus Salam created a for-

mulation of particle interactions that included the electromagnetic, weak, and strong

forces, three generations of quarks and leptons, and a mechanism to explain parti-

cle masses, which became known as the Standard Model [10, 11]. In the Standard

Model, particles are classified by their quantum spin. Matter consists of spin-1/2

particles called fermions, and the interactions between the fermions are mediated by

the exchange of spin-1 force-carrying particles called bosons. The Standard Model

further distinguishes two classes of fermions, quarks and leptons. Quarks interact via

all three forces, while the charged leptons interact via the weak and electromagnetic

5



forces. Neutrinos are leptons, but, since they are electrically neutral, do not have

electromagnetic interactions. The charges and experimentally-measured masses of

the fermions are listed in Table 1.1. The final component of the Standard Model is

the Higgs boson, a spin-0 particle which gives rise to the masses of the W and Z

bosons, the massless photon, and the masses of the charged fermions.

Generation Charge
I II III

Quarks
u c t +2/3

2.3MeV/c2 1270MeV/c2 172700MeV/c2

d s b −1/3
4.8MeV/c2 95MeV/c2 4180MeV/c2

Leptons
e µ τ −1

0.51MeV/c2 106MeV/c2 1780MeV/c2

νe νµ ντ 0
< 10−6MeV/c2 < 10−6MeV/c2 < 10−6MeV/c2

Table 1.1: The masses and electric charges of the three generations of
spin-1/2 fermions in the Standard Model. Anti-particles have the oppo-
site charge. The electron neutrino mass is bounded above at 0.9 eV/c2

by direct measurements from KATRIN in 2022 [12], and the sum of all
three neutrino masses is bounded above at ∼ 0.2 eV/c2 by data fits to
cosmological models [13].

In the Standard Model, neutrinos only experience the weak interaction. There are

two variants of the weak interaction: charged current (CC) and neutral current (NC).

In a CC interaction, particles exchange a W boson and change flavor, either from a

neutrino into the corresponding charged lepton, or from an “up,” charge +2/3, type

quark into a “down,” charge -1/3, type quark. The flavor change means that, for

a neutrino to undergo a CC interaction, it must be energetic enough to produce its

corresponding charged lepton. In an NC interaction, a particle exchanges a Z boson,

and never changes flavor. Example Feynman diagrams depicting weak interaction

processes are shown in Figure 1·2. Anti-particle interactions proceed similarly, but

with opposite charges.
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µ− νµ

e−

ν̄e

W−

νe,µ,τ νe,µ,τ

e
−

e
−

Z

(a) (b)

Figure 1·2: Feynman diagrams of example (a) CC and (b) NC pro-
cesses. In (a), a muon decays weakly into a muon neutrino, electron
anti-neutrino and an electron. In (b), a neutrino of any flavor scatters
with an electron via the exchange of a Z boson, leaving the final state
particles unchanged.

In addition to spin and charge, the quantum fields underlying the particles of the

Standard Model also possess either an intrinsic left-handed or right-handed chirality.

Weak interactions depend on a particle’s chirality, as only left-handed particles or

right-handed anti-particles may interact via the weak force. Charged quarks and lep-

tons exist as both left-handed and right-handed variants, however, as neutrinos only

have weak interactions, there is no experimental evidence for right-handed neutrinos

or left-handed anti-neutrinos.

By extension, neutrino mass is not present in the Standard Model. In the Standard

Model, the quarks and charged leptons acquire their masses through interactions of

their left- and right-handed chiral variants with the Higgs field. Since neutrinos have

no right-handed particle or left-handed anti-particle, this interaction does not occur

in a minimal Standard Model, leaving neutrinos as massless particles. While adding

a right-handed neutrino with no interactions to the Standard Model would provide

a mechanism for neutrino mass, it still leaves open the question of the smallness

of neutrino mass relative to the other particles. For this reason, neutrino mass is

considered to be an indication of physics processes beyond the Standard Model.
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1.4 Neutrino Mass & Oscillations

While neutrinos successfully explained beta decay, experiments observing neutrinos

from the Sun in the 1960s, and later using neutrinos produced in the atmosphere in

the 1980s, observed deficits compared to the expected rate of neutrino interactions.

These became known as the solar and atmospheric neutrino problems. Proposed

solutions to these problems varied, and included neutrino decay, or simply that the

predicted rate of neutrinos from these sources were incorrect. However, ultimately the

phenomenon of neutrino oscillations would successfully explain both issues. Crucially,

neutrino oscillations require that the neutrinos have mass.

1.4.1 Neutrino Oscillation Theory

To see how massive neutrinos oscillate, we propose that the three neutrino flavors,

νe, νµ and ντ , are mixtures of neutrinos with different masses, ν1, ν2 and ν3. This

mixture is represented via a matrix:





νe
νµ
ντ



 =





Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3









ν1
ν2
ν3



 , (1.4)

where the matrix U is called the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix

[14, 15]. The elements of U mix the flavor states and mass states. The mixture of

mass states, 1, 2, and 3, for any flavor state, α, can be written compactly as

|ναð =
3
∑

i=1

Uαi|νið. (1.5)

In this framework, we can use Equation 1.5 to compute the probability of observing

a neutrino created as one flavor as another flavor after some time t. The equation
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describing the propagation of a neutrino with flavor α is

|να(t)ð =
3
∑

i=1

Uαie
−iEit|νi(t = 0)ð (1.6)

where Ei is the energy eigenvalue of the νi mass state. For a near-massless neutrino

with energy, E, traveling in a vacuum, the neutrino momentum, p, may be approxi-

mated as E, and so Ei =
√

m2
i + p2 ≈ E + m2

i /2E. We compute the probability of

observing a neutrino of one flavor, α, as another flavor, β by computing the overlap

of Equation 1.6 and squaring. The probability is

P (να → νβ) = |ïνβ(t)|να(0)ð|2

=

∣

∣

∣

∣

∣

(

3
∑

j=1

U∗
βje

iEjtïνj(t)|
)(

3
∑

i=1

Uαie
−iEit|νi(0)ð

)∣

∣

∣

∣

∣

2

= |
3
∑

i=1

|U∗
βiUαie

−iEit|2

=
3
∑

i=1

|U∗
βiUαi|2+

∑

i ̸=j

UαiU
∗
βjU

∗
αjUβje

−i(Ei−Ej)t (1.7)

In the third line, we have used ïνi|νjð = 0 for i ̸= j and 1 otherwise. Equation 1.7 tells

us that the probability of a neutrino switching flavors by the time we observe it is a

function of t and Ei−Ej. If the neutrinos are massless, then Ei−Ej ∝ m2
i −m2

j = 0,

and the time-dependent component vanishes. On the other hand, if at least one

neutrino has a mass, the time-dependent component is nonzero, predicting that the

probability of observing the neutrino as a different flavor changes as it travels. This

phenomenon is known as neutrino oscillation.

To see how neutrino oscillations can produce measurable effects, we consider the

structure of U. By requiring that U is unitary, we can express it as a product of

three rotation matrices which each mix two out of the three mass states via an angle,
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θij, and one complex phase, δ. Then U becomes:

U =





1 0 0
0 cos θ23 sin θ23
0 − sin θ23 cos θ23









cos θ13 0 sin θ13e
−iδ

0 1 0
− sin θ13e

iδ 0 cos θ13





×





cos θ12 sin θ12 0
− sin θ12 cos θ12 0

0 0 1



 . (1.8)

To understand how each parameter affects the probability of observing a neutrino

of a particular flavor, we consider the simpler case of two-neutrino oscillations. In

this case, there are only two flavors, and the mixing matrix only contains a single

angle:
(

να
νβ

)

=

(

cos θ sin θ
− sin θ cos θ

)(

ν1
ν2

)

(1.9)

In this scenario, Equation 1.7 now becomes:

P (να → νβ) = 2 cos2 θ sin2 θ −
(

cos2 θ sin2 θ
) [

e−i(E1−E2)t + ei(E1−E2)t
]

=
sin2 2θ

2

[

1 − 1

2

(

e−i(E1−E2)t + ei(E1−E2)t
)

]

= sin2 2θ sin2

[

(E1 − E2)t

2

]

. (1.10)

By substituting Ei = E + m2
i /2E, we obtain:

P (να → νβ) = sin2 2θ sin2

(

∆m2t

4E

)

, (1.11)

in natural units. Here, ∆m2 = m2
1 −m2

2, and is called the squared mass difference or

mass splitting. In an experiment, we observe neutrinos traveling from a production

point at a distance away from our detector, L. For a near-massless neutrino, we

can substitute t for L. Then, using powers of ℏ and c, we can convert L to units of
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kilometers, ∆m2 to units of eV2/c4, and E to units of GeV:

∆m2t

4E
≈ ∆m2/c4L · c4

4E · ℏc ≈ 1.27
∆m2(eV2)L(km)

E(GeV)
(1.12)

which gives the two-flavor probability formula:

P (να → νβ) ≈ sin2 2θ sin2

(

1.27
∆m2L

E

)

. (1.13)

It is also straightforward to repeat the above calculation for the two flavor survival

probability, i.e., the probability of a neutrino remaining as its initial flavor:

P (να → να) ≈ 1 − sin2 2θ sin2

(

1.27
∆m2L

E

)

. (1.14)

From Equation 1.13 and Equation 1.14, we see that the various components influence

the oscillation pattern as follows: The mixing angle, θ, controls the overall amplitude

of the oscillation, while the squared mass difference, ∆m2, controls the frequency of

the oscillation as a neutrino with energy, E, travels along a baseline, L.

The two flavor approximation is useful to explain the leading-order oscillation

effect when the mass of one neutrino state is sufficiently different from the other

two. For the three-flavor case, the squared mass differences are expressed as ∆m2
ij ≡

m2
i −m2

j . Then the two-flavor approximation holds when |m2
1 −m2

2|k |m2
3 −m2

2| or

|m2
1 −m2

2|j |m2
3 −m2

2|. Experiments have determined that this condition is satisfied

to a good approximation, and have measured |∆m2
32| to be approximately 30 times

|∆m2
21|. This also implies that |∆m2

32|≈ |∆m2
31|.

Note that for the oscillation framework we have considered, the sign of ∆m2
ij

does not play any role for neutrino oscillations; ∆m2
ij only appears inside the sine

squared term of Equation 1.13 and Equation 1.14. For this reason, the leading-order

neutrino oscillation effects only allow us to measure the mixing angles θij and the

absolute values of the squared mass differences. We can understand the neutrino
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mass ordering question as the unknown sign of ∆m2
32 or ∆m2

31.

1.4.2 Matter Effects

In matter, electron flavor neutrinos experience a modified potential due to an in-

creased forward scattering amplitude with atomic electrons. Figure 1·3 shows Feyn-

man diagrams of the processes that contribute to this amplitude for electron flavor

neutrinos. These processes are not present for muon and tau flavor neutrinos, so the

modified potential changes the neutrino oscillation probabilities asymmetrically from

the vacuum case. We can compute the modification by adding a potential term to

the electron neutrino component of the neutrino Hamiltonian:

HMatter = HVacuum + U 





a 0 0
0 0 0
0 0 0



U (1.15)

where we have written the Hamiltonian HMatter in the mass basis, i.e., the eigenvalues

of HVacuum are the Ei from Eq. 1.6. The electron potential is written as a 3 × 3

matrix in the flavor basis, and U is the PMNS mixing matrix which rotates this

matrix into the mass basis. The potential, a, depends on the material’s electron

density, Ne, and the energy scale of the weak interaction given by Fermi’s constant,

GF : a = ±
√

2GFNe. The sign of a is positive for neutrinos and negative for anti-

neutrinos [16].

We may inspect the general impact of the matter potential on neutrino oscillations

by again simplifying to the two-flavor case. Starting with the two-flavor mixing matrix

of Equation 1.13, the Hamiltonian for massive neutrinos propagating in matter is now
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Figure 1·3: Feynman diagrams of the two processes exclusive to (a)
electron neutrinos and (b) electron anti-neutrinos when propagating
through a medium.

given by:

HMatter =

(

m2

1

2E
0

0
m2

2

2E

)

+

(

cos θ − sin θ
sin θ cos θ

)(

a 0
0 0

)(

cos θ sin θ
− sin θ cos θ

)

=

(

m2

1

2E
+ a cos2 θ a sin θ cos θ

a sin θ cos θ
m2

2

2E
+ a sin2 θ

)

. (1.16)

We can interpret Equation 1.16 as the Hamiltonian for neutrino states with effective

masses in a new basis, ν̃1 and ν̃2. This implies there is an effective mixing angle, θ̃,

which mixes the effective mass states into flavor states νe and νx (a mixture of νµ and

ντ ), such that
(

νe
νx

)

=

(

cos θ̃ sin θ̃

− sin θ̃ cos θ̃

)(

ν̃1
ν̃2

)

≡ Ũ

(

ν̃1
ν̃2

)

(1.17)

The new mixing matrix Ũ from Equation 1.17 can be used to diagonalize the matter

Hamiltonian and solve for the effective quantities relevant to neutrino oscillations. It

can be shown that:

∆m̃2 = ∆m2

√

sin2 2θ +

(

2aE

∆m2
− cos 2θ

)2

(1.18)

sin2 2θ̃ =
sin2 2θ

sin2 2θ +
(

2aE
∆m2 − cos 2θ

)2 (1.19)
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Equation 1.18 and Equation 1.19 imply that the νe → νx oscillation probability is

modified in matter, and that the modification depends on the amount of mixing in a

vacuum, θ, the matter density, a, and the signed mass splitting, ∆m2. In contrast, the

two-flavor vacuum oscillation probabilities given in Equation 1.13 and Equation 1.14

only depend on the magnitude of the mass splitting, |∆m2|. As we will see, this

dependence of the modified oscillation probabilities in matter on the sign of the mass

splitting provides a way to measure the neutrino mass ordering.

The theoretical results presented in this section have important implications for

experimental tests of neutrino oscillations. The next section show how these results

successfully describe many neutrino phenomena, and discuss how we can use them to

probe remaining questions about neutrino oscillations.

1.5 Neutrino Oscillation Experiments

The goal of neutrino oscillation experiments is to measure the values of the PMNS

parameters and the mass splittings by observing neutrino oscillations. While the

oscillations proceed as a function of the neutrino travel distance, L, and energy,

E, experimental considerations restrict observations to a limited range of L and E

combinations. Therefore, different experiments are sensitive to different combinations

of oscillation parameters.

Neutrinos observed by oscillation experiments manifest as an excess, appearance,

or deficit, disappearance, of a particular flavor relative to the no-oscillation scenario.

This section will describe experimental techniques used to observe neutrino appear-

ance and disappearance from different neutrino sources.

1.5.1 Solar Neutrinos

Electron neutrinos with energies 0.1 MeV ∼ 10 MeV are produced in the Sun as

part of nuclear fusion and decay processes. Many reactions contribute to the total
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solar neutrino flux, but the most numerous by several orders of magnitude are from

proton-proton fusion, the pp-chain,

p+ + p+ → 2H+ + e+ + νe. (1.20)

While these pp neutrinos are the most numerous, they are also the lowest energy

solar neutrinos, with a maximum energy of < 0.5 MeV. Neutrinos of higher energies

are produced from decays of heavier isotopes which are created from the fusion of

hydrogen into helium, then helium into beryllium and lithium. In particular, the 7Be

produced in these fusion chains occasionally capture protons, forming boron-8, 8B.

The 8B isotopes then decay into neutrinos with energies up to ∼ 15 MeV:

8B → 8Be + e+ + νe (1.21)

The first observation of solar neutrinos came from the Homestake experiment

[17], led by Ray Davis, using these 8B neutrinos. The Homestake experiment began

in 1965, and consisted of a chlorine tank and filtration system. Davis hoped to

observe argon atoms produced in the reaction νe + Cl → Ar + e−. This reaction

has a threshold energy of 0.81 MeV, low enough to be induced by 8B neutrinos. By

1964, the theoretical prediction of the solar neutrino flux from what would become the

Standard Solar Model (SSM) [18–20] had calculated the expected flux of 8B neutrinos

[21], thereby directly predicting the number of argon atoms the Homestake experiment

should observe. The Homestake experiment eventually reported a measurement of

the solar neutrino flux of about 1/3 of the SSM prediction in 1969 [22]. While these

results were puzzling, the results were not widely accepted due to doubts around the

experiment and the SSM itself.

The Homestake measurements of the solar neutrino flux were corroborated by

the Kamiokande-II detector in 1989. Kamiokande-II also observed 8B neutrinos,
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and, unlike the Homestake experiment, demonstrated the neutrinos it observed came

from the Sun by recording the energies and directions of the particles produced in

neutrino interactions. Separate efforts by the Soviet–American Gallium Experiment

(SAGE) [23] and Gallium Experiment (GALLEX)1 [24] experiments, which operated

from 1990-2007 and 1991-2003 respectively, used gallium detectors with lower de-

tection thresholds to detect pp neutrinos. Both the Kamiokande-II and the gallium

experiments observed a deficit compared to the SSM. Together with Davis’ original

measurements, these deficits became collectively known as the solar neutrino problem.

Neutrino oscillations proved to be the answer to the solar neutrino problem. The

definitive measurement would come from the Sudbury Neutrino Observatory (SNO)

experiment in 2001, which utilized heavy water, D2O, as a detector target. The

deuterium in the heavy water allowed SNO to detect both CC and NC solar neutrino

interactions. A third interaction type, electron scatters (ES) with atomic electrons,

was also observed. The interactions observed by SNO are summarized as:

CC : νe + d+ → p+ + p+ + e− (1.22)

NC : νe,µ,τ + d+ → p+ + n + νe,µ,τ (1.23)

ES : νe,µ,τ + e− → νe,µ,τ + e− (1.24)

While νµ and ντ neutrinos do not have CC interactions in SNO, all three flavors

have NC and ES interactions. By detecting the electron produced in the CC and

ES interactions, and the neutron associated with the NC interactions, SNO could

effectively measure the CC and NC interactions separately. SNO data showed that

the deficit in solar νe interactions was only present in the CC interactions, but that

the NC and ES channels agreed with the SSM [25, 26]. This result provided direct

evidence for solar neutrinos oscillating to different flavors, while also reaffirming the

1Later, Gallium Neutrino Observatory (GNO)
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flux predictions of the SSM.

Solar neutrino oscillations are sensitive to the θ12 mixing angle and the ∆m2
21 mass

splitting through electron neutrino disappearance. The vacuum probability from

Equation 1.14 tells us that, for long distances, the survival probability approaches

P (νe → νe) → 1 − 1
2

sin2 2θ, which is, at minimum, 1/2. This is the leading-order

effect in solar neutrino oscillations.

Experimentally, the measured probability is closer to 1/3. We obtain this smaller

value of the survival probability by invoking matter effects. Equation 1.19 contains

a resonance condition, 2aE/∆m2
21 = cos 2θ12, which maximizes the effective mixing

angle in matter, consequently increasing the probability of νe oscillations to other

flavors. The resonance condition is satisfied for neutrinos with energies E ∼ 1 MeV,

and ∆m2
21 ∼ 10−5 eV2. Additionally, the resonance condition only occurs if ∆m2

21 > 0.

Applying this information to the observed solar neutrino deficit of 1/3 the prediction

measures the θ12 mixing angle, the size of the ∆m2
21 mass splitting, and the order of

two of the neutrino masses, m2 > m1. The precise treatment of matter effects in solar

neutrino oscillations summarized here was developed in the 1970s-1980s, and became

known as the Mikheyev–Smirnov–Wolfenstein (MSW) effect [27, 28].

Current measurements from solar neutrino experiments place sin2 θ12 ≈ 0.31 and

∆m2
21 ≈ 7.5 × 10−5 eV22. Contemporary solar neutrino experiments aim to more

precisely determine the energy dependence of the solar neutrino oscillation pattern,

and to observe matter effects of solar neutrinos passing through the Earth, lead-

ing to “day-night asymmetry.” A thorough treatment of solar neutrino oscillations,

including sub-leading effects, may be found in [30].

2With input from reactor neutrino experiments. See Section 1.5.2
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Figure 1·4: Measurements of electron neutrino survival probabilities
from the BOREXINO experiment in 2018, adapted from [29]. The
dashed grey line shows the expected survival probability with vacuum
oscillations, while the pink curve shows the expected oscillations ac-
counting for the MSW effect. BOREXINO is sensitive to pp, 8B and
other solar neutrinos at intermediate energies.

1.5.2 Reactor Neutrinos

Nuclear reactors provide a source of electron anti-neutrinos with 10s of MeV of energy.

In a reactor, a 235U nucleus captures a thermal neutron, either converting it to 236U,

or, more frequently, initiating fission into lighter elements and more neutrons. The

fission products undergo successive beta decays which produce more neutrons, anti-

electrons, and electron anti-neutrinos.

The Kamioka Liquid Scintillator Antineutrino Detector (KamLAND) experiment,

which has been operating in Japan since 2002, made subsequent measurements of re-

actor neutrinos at long baselines. The KamLAND experiment uses a liquid scintillator

detector target to precisely measure the energies of particles produced following an

inverse beta decay interaction, cf. Equation 1.3). Neutrino interactions in the liq-
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uid scintillator create light proportional to the energy of the anti-electron produced,

followed by a delayed burst of light from the capture of the neutron, which enables

low-background neutrino identification. The energy resolution of KamLAND is ap-

proximately 2 % for 10 MeV neutrinos.

KamLAND observes neutrinos from multiple reactors across Japan, at an aver-

age baseline of 180 km. At this average baseline and reactor neutrino energy, Kam-

LAND provides sensitivity to, and is an independent measurement of, ∆m2
21 values

∼ 10−5 eV2. In 2002, the KamLAND experiment first reported significant electron

anti-neutrino disappearance as a function of neutrino energy, consistent with the

measured mixing from solar neutrino experiments [31].

While KamLAND is sensitive to ∆m2
21 and θ12, a detector placed at a much shorter

distance from a reactor, ∼ 1 km away, can observe neutrino oscillations sensitive to

the θ13 mixing angle. The dependence on this angle can be seen from the leading-order

oscillations given by the form of Equation 1.14:

P (ν̄e → ν̄e) ≈ 1 − sin2 2θ13 sin2

(

1.27
∆m2

31L

E

)

(1.25)

The short baseline reactor experiments Chooz [32] and Palo Verde [33] were among

the first to search for evidence of nonzero values of θ13. Both experiments placed upper

bounds on the mixing angle, but did not see significant electron anti-neutrino disap-

pearance. Larger reactor experiments followed which could provide higher statistics,

and in 2012, the Reactor Experiment for Neutrino Oscillation (RENO) [34], Daya-

Bay [35] and Double Chooz [36], a successor experiment to Chooz, published results

indicating reactor anti-neutrino disappearance, excluding θ13 = 0.

Reactor neutrino experiments offer the most precise measurements of θ13. Current

reactor neutrino measurements place sin2 θ13 ≈ 0.0220 with ∼ 2 % uncertainty. Future

reactor experiments, which plan to improve the energy resolution of inverse beta decay
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events and acquire more statistics, have the potential to probe three flavor, sub-

leading effects with electron anti-neutrino disappearance. The next-most sensitive

oscillation effects for reactor neutrinos depend on θ12 and ∆m2
21, and, with high

enough energy resolution, modifications in the oscillation pattern due to the small

differences between |∆m2
32| and |∆m2

31| may be observable with reactor neutrinos [37].

1.5.3 Atmospheric Neutrinos

Neutrinos are produced through the interaction of cosmic rays with nuclei in Earth’s

atmosphere. These interactions result in hadron showers of mostly pions and kaons,

which decay into neutrinos and muons. The muons also decay into two neutrinos,

i.e.,

π+ → µ+ + νµ, µ+ → e+ + ν̄µ + νe (1.26)

π− → µ− + ν̄µ, µ− → e− + νµ + ν̄e (1.27)

Both the positively- and negatively-charged hadrons are produced at approximately

equal rates, and the number of neutrinos from Equation 1.26 and Equation 1.27

indicates that the flavor ratio present in the atmospheric neutrino flux is (νµ + ν̄µ) :

(νe + ν̄e) ∼ 2 : 1. Atmospheric neutrinos have energies spanning from a few MeV to

several TeV, and travel on baselines to an observer on the Earth’s surface ranging

from ∼ 15 km if they are produced directly overhead, to ∼ 13 000 km if they are

produced on the opposite side of the Earth and traverse the Earth’s interior before

arriving at a detector.

A convenient quantity for describing atmospheric neutrino baselines is the zenith

angle which measures the neutrino angle with respect to the normal vector on Earth’s

surface. The relationship between zenith angle and baseline is demonstrated in Fig-

ure 1·5. The dependence can be derived for a sphere of radius r and a production
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height h, and is

L(cos θz) = −r cos θz +
√

2rh + h2 + r2 cos2 θz (1.28)

10
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Figure 1·5: Atmospheric neutrino path length correspondence with
zenith angle. Left: a diagram of atmospheric neutrino paths through
the Earth, adapted from [38]. Neutrinos νA and νB travel on different
baselines and pass through different layers of the Earth, e.g., νA passes
through the crust, mantle, inner core, mantle, and crust before arriving
at an exit point on the surface. The zenith angles are indicated as
θz,A and θz,B respectively. Right: Approximate dependence of the
atmospheric neutrino baseline L on the cosine of the zenith angle θz
from Equation 1.28. Negative values of cos θz correspond to neutrinos
arriving from below the horizon, where their baselines are thousands
of kilometers. Positive values of cos θz correspond to neutrinos arriving
from above the horizon, with a minimum baseline of ∼ 15 km. The
baseline changes rapidly around the horizon, cos θz ∼ 0.

Atmospheric neutrinos were first detected in 1965 [39, 40]. Two decades later,

hints of the atmospheric neutrino deficit began to emerge with measurements by

the Irvine-Michigan-Brookhaven (IMB) [41] and Kamiokande-II [42] experiments.

Kamiokande-II observed a deficit of muon-flavor neutrinos which could not be ex-

plained, even with large uncertainties on the atmospheric neutrino flux. The
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Kamiokande-II successor experiment, SK, published a definitive observation of a

deficit of atmospheric neutrino events in 1998 [43]. The deficit was found to occur

for muon neutrinos arriving from below the detector, while muon neutrinos arriving

from above, and electron neutrinos from all directions, agreed with the predictions of

the atmospheric neutrino flux. Neutrino oscillations could explain both the deficit for

upward-going muon neutrinos and lack of deficit elsewhere: the expected leading-order

disappearance and survival probabilities for atmospheric neutrinos may be written as

P (νe → νe) ≈ 1 − sin2 2θ13 sin2

(

1.27
∆m2

31L

E

)

≈ 1 (1.29)

P (νµ → ντ ) ≈ sin2 2θ23 sin2

(

1.27
∆m2

32L

E

)

(1.30)

for a small θ13 and ∆m2
31 ∼ 10−3 eV2. Equation 1.29 predicts minimal disappearance

for the electron neutrinos, while Equation 1.30 predicts that muon neutrinos with

energies ∼ 1 GeV traveling along baselines greater than ∼ 100 km “disappeared”

through νµ → ντ oscillations.

Atmospheric neutrinos experience matter effects as they travel through the Earth.

Atmospheric neutrinos arriving at a detector from below necessarily cross the dense

inner layers near Earth’s core, where the electron density can modify neutrino os-

cillation probabilities through the mechanism described in Section 1.4.2. Following

Equation 1.19, the effective mixing angle θ13,M, which governs νµ → νe oscillations in

matter, is given by

sin2 2θ13,M =
sin2 2θ13

sin2 2θ13 +
(

2aE
∆m2

31

− cos 2θ13

)2 (1.31)

Assuming small vacuum mixing such that cos 2θ13 ≈ 1, the resonance condition is

satisfied for ∆m2
31/E ≈ a. This is attainable with atmospheric neutrinos. For exam-
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ple, choosing round numbers, for ∆m2
31 ∼ 10−3 eV2, E ∼ 1 GeV, and the density near

the Earth’s core ρ ∼ 10 g cm−3 [44], then ∆m2
31/E ≈ 10−21 GeV and a is similar:

a = 2
√

2GFNe = 2
√

2GFρNA(ℏc)3

≈ (2
√

2) · 1.17 × 10−5 GeV−2 · 10 g cm−3 · 6.02 × 1023N mol−1

×
(

1.97 × 10−14 GeV cm
)3

≈ 10−21 GeV

The above calculation applies to neutrinos if ∆m2
31 > 0, and equivalently, the

resonance condition is also present for anti-neutrinos if ∆m2
31 < 0. Therefore, the

sign of ∆m2
31 predicts an enhancement of either νµ → νe oscillations or ν̄µ → ν̄e

oscillations in atmospheric neutrinos. Thus, current and future atmospheric neutrino

experiments can look for excess upward-going electron neutrinos or electron anti-

neutrinos to determine the sign of ∆m2
31. This is illustrated in Figure 1·6, which

shows νµ → νe oscillations probabilities for atmospheric neutrinos and anti-neutrinos

in the normal and inverted neutrino mass ordering scenarios. The resonant region

occurs for cos θz < 0 and Eν ∼ 3 GeV for neutrinos in the normal ordering (top left)

and for anti-neutrinos in the inverted ordering (bottom right).

1.5.4 Long Baseline Neutrinos

Beams of neutrinos can be produced artificially by accelerating protons onto fixed

targets. The protons interact in the target material, producing hadron showers of

mostly pions. The desired negatively- or positively-charged hadrons are then focused

by a series of electro-magnets called horns which simultaneously deflect hadrons of the

wrong charge. The focused hadrons pass into a decay volume where they decay into

muons and muon neutrinos, i.e., following Equations 1.26 and 1.27. Any remaining

hadrons and most of the muons are absorbed by dense material placed after the decay
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Figure 1·6: Electron neutrino appearance probabilities for atmo-
spheric neutrinos and anti-neutrinos in each neutrino mass ordering
scenario. The top row shows the probabilities in the normal ordering
while the bottom row shows the probabilities in the inverted ordering.
The left column shows the probabilities for neutrinos while the right
column shows the probabilities for anti-neutrinos. A resonance region
can be seen for cos θz < 0 and Eν ∼ 3 GeV in the top left and bottom
right panels.
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volume, leaving just the highly-focused, highly-pure νµ or ν̄µ neutrinos, to propagate

as a beam.

A typical long baseline experiment consists of a neutrino beam with peak energy ∼

1 GeV, a near detector, and a far detector. The near detector is positioned to observe

the un-oscillated neutrino beam at a short distance, usually hundreds of meters, while

the far detector measures the neutrino beam after oscillations at distances hundreds of

kilometers away from the production point. The near and far detector, by observing

the same neutrino beam, make simultaneous measurements of the beam that constrain

many of the systematic uncertainties in the experiment.

Since long baseline experiments only observe neutrinos at one distance, prelimi-

nary measurements of |∆m2
32| by atmospheric neutrino experiments were needed to

establish likely values of |∆m2
32| and sin2 θ23. The first long baseline experiment,

KEK to Kamioka (K2K), sent a beam of neutrinos along a 250 km baseline from the

KEK accelerator complex towards the existing SK detector. K2K published its first

oscillation results in 2002, in agreement with measurements of θ23 and |∆m2
32| by SK

[45]. Subsequent long baseline experiments followed: The Main Injector Neutrino

Oscillation Search (MINOS) experiment [46], which operated at Fermi National Ac-

celerator laboratory from 2005 to 2016, utilized magnetized calorimeters in its far

detector to separate particles based on charge, suppressing contamination of neutri-

nos or anti-neutrinos in the opposite beam configuration, and improving the energy

determination of neutrino events. MINOS also confirmed the atmospheric neutrino

measurements.

Long baseline experiments are able to probe θ13 and δCP through νe appearance.

Here, a full three-flavor framework is required. Leading-order oscillations are con-

trolled by combinations of θ13 and θ23 mixing angles, while the next-largest amplitude

involving all three mixing angles and δCP is approximately 20% of the leading-order
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term [47]. The maximum νe appearance corresponds to the L/E value that predicts

a minimum νµ → νµ disappearance. Since L is fixed, long baseline experiments tune

their neutrino beams to have the highest flux near this L/E value. The T2K ex-

periment, the successor to K2K, refined the long baseline technique by sending its

neutrino beam at an off-axis angle with respect to SK, narrowing the observed energy

spectrum [48]. Although at the time, it was unclear if θ13 was nonzero, T2K observed

hints of electron neutrino appearance in 2011, suggesting a nonzero value of θ13 and

the possibility of measuring δCP [49]. The T2K measurement was confirmed and

measured precisely by reactor experiments shortly after (see Section 1.5.2). In 2015,

the NOvA experiment also observed electron neutrino appearance in a long baseline

experiment [50].

The T2K and NOvA long baseline experiments have made the most precise mea-

surements of |∆m2
31|, sin2 θ23 and δCP. Current measurements place sin2 θ23 ≈ 0.55,

|∆m2
31|≈ 2.45 × 10−3 eV2, and δCP ≈ 1.3π radians. Future long baseline experi-

ments will employ more powerful neutrino beams, resulting in higher statistics, and

higher-resolution detectors to enable better neutrino energy measurements.

1.6 Present Status of Oscillation Measurements

Neutrino experiments using the various sources described in Section 1.5 have mea-

sured all PMNS oscillation parameters and mass splittings. The global average of

measurements are summarized in Table 1.2. Despite the high precision of many

PMNS parameter measurements, the uncertainties still permit several fundamentally

different neutrino oscillation scenarios. This section will describe several of the open

questions in neutrino oscillation searches.
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Parameter Value
Fractional

Uncertainty (%)

sin2 θ12 0.307 ± 0.013 4

sin2 θ13 0.0220 ± 0.0007 3

sin2 θ23 0.546 ± 0.021 4

∆m2
21 (eV2) (7.53 ± 0.18) × 10−5 2

∆m2
32 (eV2) (2.453 ± 0.033) × 10−3 1

δCP/π (rad) 1.36 ± 0.20 15

Table 1.2: Listing of averaged PMNS parameters and mass splitting
measurements from various experiments [51]. Note that the sign of
∆m2

31,32 is unknown, and results are shown assuming ∆m2
32 > 0.

1.6.1 Octant of θ23

It is unknown whether or not θ23 is in the upper octant, θ23 > π/4, or the lower octant,

θ23 < π/4. Maximal 2-3 mixing, θ23 = π/4, or sin2 θ23 = 0.5, is also allowed. Values of

θ23 near π/4 imply an approximate µ-τ lepton flavor symmetry in the PMNS matrix.

The symmetry holds exactly, e.g., |Uτi|= |Uµi|, if δCP = ±π/2 and θ23 = π/4, as

can be see from Equation 1.8. The typical implication of a symmetry in a physical

system is a conserved quantity, so the proximity of θ23 to π/4 could be a hint of a

new conservation law. A review of the flavor symmetries in neutrino mixing may be

found in [52].

1.6.2 Value of δCP

Charge-parity (CP) violation is a difference in particle interactions under the simulta-

neous interchange of a particle for its anti-particle (charge) and its direction (parity).

CP violation is a necessary condition for explaining the large matter–anti-matter

asymmetry of the universe [53]. While CP violation has been observed for quarks

as early as 1964 [54], the amount of CP violation observed in quark interactions is

too small to fully account for all of the matter-anti-matter asymmetry in the uni-
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verse. Neutrinos offer another possible channel for CP violation. The phase δCP from

the PMNS mixing flips sign between neutrinos and anti-neutrinos. Values of δCP

which are non-integer multiples of π, therefore, predict different amounts of mixing

for neutrinos and anti-neutrinos, a clear indication of CP violation.

Current neutrino oscillation experiments are in tension over observed values of

δCP. In 2020, T2K reported a rejection of the δCP scenario at an over 99% confidence

level [55], while in 2021, NOvA reported a measurement more consistent with δCP = π

[56], disfavoring the T2K result and implying minimal CP violation. These results

are shown in Figure 1·1.

1.6.3 Neutrino Mass Ordering

Having explored the theory and historical context of neutrino oscillation measure-

ments, we return to the original question of this work: there are two distinct scenarios

for the neutrino mass ordering, depicted in Figure 1·7. In the normal ordering, there

is one heavy neutrino, ν3, relative to the ν1 and ν2. This implies ∆m2
32,31 > 0. The

situation is reversed in the inverted ordering, where ν2 and ν1 are heavier than ν3.

The neutrino mass ordering has implications for both neutrino oscillations and

other areas of physics. The absolute sum of neutrino masses is an input to cosmo-

logical models describing the evolution of large scale structure in the universe [57].

The neutrino masses also control the expected rate of the neutrino-less double beta

decay process, with larger masses predicting higher rates [58]. This process, if ob-

served, would have profound implications for our understanding of neutrino masses.

Additionally, as the neutrino mass ordering is sensitive to matter effects, the energy

spectrum of neutrinos produced in supernova is expected to depend on the mass or-

dering [59]. Neutrinos are a powerful probe of supernova dynamics, since 99 % of a

supernova’s energy is radiated in neutrinos.

The neutrino mass ordering remains unknown because the leading-order neutrino
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Figure 1·7: Schematic of the unknown neutrino mass ordering. The
neutrino mass states, ν1, ν2 and ν3 can be ordered in two distinct ways:
with ν3 as the heaviest (normal) or as the lightest (inverted) neutrino.
The flavor content of the mass states, given by the squared row elements
of the reciprocal PMNS matrix, are shown as different colors. The
PMNS parameters are the central values from Table 1.2, with δCP = 0.

oscillation probabilities are independent of the sign of the mass splittings. While mat-

ter effects allowed solar neutrino experiments to determine ∆m2
21 > 0, the same anal-

ysis is more difficult with terrestrial neutrinos whose oscillations are instead governed

by ∆m2
32. Further, we have seen already seen how the T2K and NOvA experiments

have made measurements of the mass ordering that are difficult to reconcile.

Atmospheric neutrinos are sensitive to the mass ordering through resonant os-

cillations induced by matter effects. However, this approach comes with challenges:

Atmospheric neutrino experiments must contend with the intrinsic electron neutrinos

already present in the atmospheric neutrino flux. Long baseline experiments do not

have this issues, although the matter effect for neutrino beams traveling near Earth’s

surface is smaller than for atmospheric neutrinos passing near the Earth’s core, result-
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ing in less sensitivity to the mass ordering. Future efforts to determine the neutrino

mass ordering using detectors with superior energy resolution and reactor neutrinos

are also planned [60].

1.7 Thesis Overview

This thesis will present a measurement of the unknown neutrino mass ordering and of

neutrino oscillation parameters sin2 θ23, |∆m2
32|, and δCP using atmospheric neutrinos.

The atmospheric neutrino data are collected in the Super-Kamiokande detector over

6511.3 live-days, corresponding to a total exposure of 484 kiloton-years. The SK

detector is described in Chapter 2, and the simulation of atmospheric neutrino events

used in the analysis is described in Chapter 4. Results of an analysis using only SK

atmospheric neutrino data are presented in Chapter 5. Chapter 6 then presents an

analysis of the SK data using external constraints, namely on sin2 θ13 from reactor

neutrino experiments, and on δCP, |∆m2
31|, and sin2 θ23 using a model of the T2K long

baseline experiment.
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Chapter 2

The Super-Kamiokande Detector

The Super-Kamiokande (SK) detector [61] is a 41.4 m tall, 39.3 m diameter, cylindrical

water tank, containing 50 kt of ultra-pure water, illustrated in Figure 2·1. The SK

detector is located in Gifu prefecture, Japan, underneath Mount Ikenoyama. The

mountain provides shielding from cosmic rays, approximately equivalent to a water

depth of 2700 m. A ground-level, kilometer-long tunnel provides access to the SK

site, which includes a network of experimental halls, water circulation systems, and

control rooms for monitoring detector operation. Excavation of the SK cavern began

in 1991, and construction of the detector finished in 1996. Data taking officially began

on April 1, 1996.

The original goals of the SK experiment were to search for nucleon decay and to

conclusively resolve the hints of the solar and atmospheric neutrino disappearance

observed by the IMB and Kamiokande experiments [62]. Members of both the IMB

and Kamiokande collaborations worked together to build SK. The volume of the SK

detector is approximately 17 times that of the original Kamiokande detector.

The SK detector has operated nearly continuously since its construction. The

SK data-taking periods are divided into phases, SK I-V and SK Gd, summarized in

Table 2.1. There were three significant gaps in SK data taking. At the end of the

SK I phase, the detector was drained to replace photomultiplier tubes (PMTs) which

had failed during its first five years of operation. During re-filling, one of the PMTs

imploded, creating a shock wave and chain reaction which destroyed nearly half of all
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Figure 2·1: Illustration of the SK detector, half-filled with water. The
SK detector resides in an excavated pit underneath Mount Ikenoyama,
accessed via tunnel. The figure shows the tunnel which connects the
control room and top dome areas, which are accessible during opera-
tion. The tank is divided into two regions, the inner detector (ID) and
outer detector (OD). Both regions are instrumented with photomulti-
plier tubes (PMTs) See text.

PMTs in the detector. The experiment proceeded: acrylic covers were installed on

the remaining PMTs, and the PMTs were re-distributed across the detector. The de-

tector operated in this configuration during the SK II phase until replacement PMTs

could be installed. Installation of replacement PMTs occurred in 2006, restoring the

detector to full operation for the SK III phase. The detector then operated stably

for 12 years. In 2008, SK underwent an electronics upgrade which did not require

the tank to be drained. The electronics upgrade marked the beginning of the SK IV

phase. In 2018, the detector was drained a third time for major refurbishment work,

including the installation of a new water system capable of recirculating gadolinium

in the detector’s water, PMT replacement, cleaning, and leak repair. Data taking
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resumed after the work in 2019, initiating the pure-water SK V phase. In 2020,

gadolinium was dissolved into the detector’s water, marking the beginning of the

SK Gd phase. The phases of SK are summarized in Table 2.1.

Phase Dates
Livetime
(Days)

Photo-
coverage

Electronics Target

SK I 1996–2001 1489.2 40% ATM H2O

SK II 2002–2005 798.6 19% ATM H2O

SK III 2006–2008 518.1 40% ATM H2O

SK IV 2008–2018 3244.4 40% QBEE H2O

SK V 2019–2020 461.0 40% QBEE H2O

SK Gd 2020-Present — 40% QBEE H2O + Gd

Table 2.1: Operating conditions for the six data-taking phases of the
SK experiment. SK II had reduced photocoverage following the loss
of approximately half of the PMTs at the end of SK I. At the time of
writing, SK Gd is ongoing. Data from SK Gd is not presented in this
thesis.

This chapter will discuss the SK detector concept, outline the different detector

systems, and present the different methods for calibrating the response of the detector

to neutrino interactions.

2.1 Detection Principles

The SK detector uses Cherenkov radiation [63] to detect charged particles passing

through the detector’s water. Charged particles moving faster than the speed of light

in a medium cause the electric dipoles of molecules in the medium to coherently align,

creating an outward emission of radiation. The detection of Cherenkov radiation in

SK is shown schematically in Figure 2·2. Cherenkov radiation has several charac-

teristics which depend on the index of refraction n of the medium. The minimum
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momentum required for particles to emit Cherenkov radiation is given by

pThresh. =
mc√
n2 − 1

, (2.1)

and the Cherenkov radiation is emitted at a fixed angle, given by

θC = cos−1(1/βn), (2.2)

where β is the particle’s velocity expressed as a fraction of the speed of light. The

emitted Cherenkov photon spectrum per unit length is given by the Frank-Tamm

formula [63],

d2N

dxdλ
=

2παZ2

λ2

(

1 − 1

n2β2

)

(2.3)

where λ is the wavelength, Z is the charge of the particle, and α is the fine structure

constant. In water, n is wavelength-dependent, but typical values are n ≈ 1.33 with

variations of only a few percent for visible wavelengths. This gives threshold momenta

for particles of pThresh. ≈ 1.14m, e.g., about 120 MeV/c for muons. The Cherenkov

angle for particles with β ≈ 1 is 42◦ in water. In water, a charged particle produces

about 3000 photons per cm in the 300 nm to 550 nm wavelength range.

Cherenkov photons in SK propagate through the water to the PMTs on the detec-

tor walls. Photons can knock out electrons on a PMT’s surface via the photoelectric

effect. These “photoelectrons” are then accelerated onto a series of conductive plates

called dynodes using electric fields inside the PMT, knocking out additional electrons

at each dynode. The electrons eventually reach the last dynode, which produces a

few-nanosecond wide current pulse with a voltage proportional to the number of elec-

trons. The typical amplification factor, or gain, of an SK PMT is 107, and the timing

resolution is 2 ns. PMTs with pulses above a specified threshold are considered hit.

In aggregate, the Cherenkov photons form ring patterns of hit PMTs due to the fixed

emission angle given by Equation 2.2. The times, charges, and known positions of
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Figure 2·2: Illustration of Cherenkov radiation detection in SK.
Charged particles such as muons (µ−) with momentum greater than
the threshold given by Eq. Equation 2.1 emit Cherenkov radiation at
an angle, θC , given by Eq. Equation 2.2. Note that neutral particles like
neutrinos (νµ) and particles below the Cherenkov threshold, indicated
by dashed tracks, do not emit Cherenkov radiation. The Cherenkov
radiation is detected by PMTs on the detector walls (yellow ellipses).

each hit PMT are used to determine properties of the particle, including its energy,

direction, and type.

2.2 Detector Systems

2.2.1 Inner Detector

While the total volume of the SK tank is 50 kt, particles are reconstructed within the

32 kt inner detector (ID), an optically-isolated region within the main tank. The ID

contains over 11 000 20-inch PMTs, mounted to a steel structure situated between

2 to 3 m from the tank walls. The PMTs are arranged orthogonally, providing an

average photocoverage of 40 %.

A schematic view of the Hamamatsu R3600 20-inch ID PMT is shown in Fig-

ure 2·3. Following the accident in 2001, acrylic covers were installed around all 20-inch
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ID PMTs to prevent future chain reactions in the event of another PMT implosion.

The installation of a 20-inch PMT in a cover during 2018 is also shown in Figure 2·3.

The cover is not water-tight, but, in the event of an implosion, reduces the flow rate

of water able to enter the PMT. The photocathode is hemispherical bialkali glass,

chosen for its high quantum efficiency for Cherenkov radiation wavelengths and low

chance of spontaneous photoelectron emission. The typical quantum efficiency for a

20-inch PMT is shown versus the Cherenkov emission spectrum, from Equation 2.3,

in Figure 2·4. The light collection of the 20-inch PMTs also depends on the incident

angles of photons on the photocathode. This dependence is measured using dedicated

calibration sources.
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Figure 2·3: The 20-inch ID PMT. Left: Schematic diagram of a 20-
inch ID PMT from [61]. Right: Installation of a 20-inch PMT in the
acrylic shock-proof cover.

2.2.2 Outer Detector

The 2.2 m region between the tank walls and the steel support structure of the ID

PMTs defines the 18 kt cylindrical outer detector (OD) volume. The OD primarily

enables SK to separate cosmic muons from neutrino events: Cosmic muons entering

the detector deposit light in both the ID and OD, while neutrinos may interact in the

ID without leaving a visible signature in the OD. The OD is also used to determine
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Figure 2·4: The quantum efficiency of a 20-inch PMT as a func-
tion of wavelength. The spectrum of photos produced per cm from
Equation 2.3 is also shown using the right vertical axis. The quantum
efficiency curve is taken from [61].

if a particle stopped within the ID or exited the ID. Particles which are visible in

the ID and then exit into the OD create hits in both regions, with OD hits occurring

later in time. Due to the steel support structure, there is a 55 cm un-instrumented

region between the ID and OD.

Because the OD’s primary role is to veto events rather than reconstruct them,

light collection is its highest priority over precise timing and charge determination.

Approximately 1800 8-inch PMTs are mounted to the inner wall of OD. Each PMT has

a 60× 60 cm2 wavelength-shifting acrylic plate optically coupled to its photocathode,

which guides light into the PMT, effectively increasing its area. The walls of the OD

are covered in reflective white Tyvek sheets which increase the chance of any light

being detected. Several OD PMTs are shown in-situ in the OD in Figure 2·5. The top

and bottom end-cap regions of the OD also contain the steel beams used to support
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Figure 2·5: Pictures of the SK OD. Left: The outer detector, viewed
from below & looking up. The OD PMT mounting configuration is
shown. PMTs are approximately 2 m apart. The semi-transparent
square plates around each PMT are the wavelength-shifting plates. The
white material is the reflective Tyvek. Right: The OD top end-cap
region. The segmentation Tyvek forming the wall optically separates
the top end-cap region from the rest of the OD. The steel support
beams and the water system plumbing in the top end-cap region are
also visible.

the ID1. After the SK II phase, additional Tyvek, extending from the steel structure

sides to the top and bottom of the SK tank, was installed to optically separate the top

and bottom OD volumes from the barrel volume. This Tyvek is called segmentation

Tyvek. Both the steel support structure and the segmentation Tyvek in the top OD

regions can be seen in Figure 2·5.

While the OD PMTs all share similar geometries, they are comprised of different

models. The oldest OD PMTs are Hamamatsu R1408s recycled from the IMB ex-

periment, which operated between 1981 and 1991. At the end of the SK IV phase,

approximately 30% of the OD PMTs were IMB type. In 2018, many were replaced,

lowering the number to 20% IMB type starting with SK V. The remaining OD PMTs

are a newer Hamamatsu R5912 model, which were installed after the SK I, SK II,

1The steel structure’s impact on light collection in these regions was studied, and found to reduce

the travel distance of light in the outer detector. In simulations of the detector, this is accounted

for as a penalty term to each photon’s chance of absorption. See Chapter 4.
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and SK IV phases.

2.2.3 Water System

The SK detector uses ultra-pure water as its detection target. The water’s purity

affects the attenuation length of light, so regular purification of the water is essential to

detector operation. The SK I-IV phases all operated with the water system described

in [61]. Starting with the SK V phase, the water system was upgraded to allow

Gadolinium to be recirculated into the water. A detailed description of the new

water system may be found in [64], and a summary is provided here.

The purpose of the water system is to continuously re-circulate and purify the

water. The SK I-IV water system processed 30 t to 60 t of water per hour during

SK IV, fully re-circulating the water approximately every month. In both the SK I-

IV and present water systems, the water passes through a series of filters and purifiers

which remove particulate matter. If not removed, the particulate matter can reduce

the transparency of the water to Cherenkov light, or emit radioactive backgrounds

such as radon.

For the SK I-IV water system, the water was filtered though a passive 1 µm mesh

to remove larger particulates. Then, the water was cooled to 13 ◦C. The cooling

helps both to maintain a uniform level of dark noise in the PMTs and also to prevent

bacterial growths. The water then passed through a cartridge polisher which removed

ion contaminants, and an ultra-violet (UV) light which killed any remaining bacteria.

Radon-reduced air was then dissolved into the water to improve the efficiency of the

next step, passage through a vacuum de-gassifier, used to remove any dissolved gasses

in the water. Finally the water passed into an ultra-filter and membrane de-gassifier

which removed sub-µm particulates and any remaining radon gas, respectively. The

number of particulates < 0.2 µm in size entering the ultra-filter was estimated to

be 1000 cm−3, which was reduced to 6 cm−3 after. Radon concentration for water
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returning to the SK tank after filtration was estimated to be 0.4 mBq m−3.

This thesis will not describe the gadolinium loading of SK, however, the water

system designed for use with gadolinium was implemented starting with the SK V

pure-water phase. Data from the SK V phase is included in the analysis presented in

this thesis. The main differences of the SK V water system compared with the SK I-

IV system are the installation of various resin-based purifiers which remove heavier

ion contaminants associated with gadolinium sulfate, heat exchangers, which allow

more precise control of the water temperature, buffer tanks to prevent water losses,

and a redundant system capable of recirculating an additional 60 t of water per hour,

for a total of 120 t per hour. Figure 2·6 shows a schematic view of the present SK V+

water system. In the new system, water from the SK tank passes through UV filters

and a passive mesh filter, similarly to the SK I-IV system. The water then passes

through new cation- and anion-exchange resins which remove positive and negative

ion contaminants. The water then passes through ultra-filters and membrane de-

gassifiers, as in the SK I-IV system. Water is not lost from the SK V water system:

Any water rejected by a filtration process is re-circulated into secondary buffer tanks

which can then pass through the filtration system again.

2.2.4 Electronics & Data Acquisition

Dedicated electronics enable the readout of precise charge and timing information

from the PMTs. The SK electronics are also responsible for using the quantity and

time distribution of PMT hits to trigger the detector to record data during particle

interactions.

High voltage and PMT signals from the approximately 11 000 ID PMTs and 1800

OD PMTs are carried by cables between the inside of the tank and the top of the

detector. Cables from each quadrant of the detector enter one of four electronics huts,

small rooms which house high voltage supplies and readout electronics for each set
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Figure 2·6: The water system used beginning with the SK V period
in 2018, reproduced from [64]. Gadolinium was not present during
SK V, so the only elements relevant to this thesis are the re-circulation
loop beneath the bold black line, i.e., excluding the dissolving and
pretreatment systems. The cation- and anion- exchange resins (C-Ex
and A-Ex) were not present in the original SK I-IV water system, and
remove contaminants associated with gadolinium sulfate. The TOC
(total organic carbon reduction) and UV represent types of UV filters,
the UF represents an ultra-filter, the HE represents a heat-exchanger,
and the MD represents a membrane de-gassifier.

of PMTs. The primary difference between the high voltage systems between the ID

and OD is the per-PMT adjustable high voltage for each ID PMT provided by CAEN

SY527 high voltage main frames. In contrast, the high voltage for the OD PMTs is

distributed across custom “paddle cards”, which send one high voltage to 12 PMTs

at once. The OD PMTs also use a combination cable which carries both high voltage

and the light detection signal.
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The SK detector has used two distinct sets of readout electronics. The first set

was in use for the SK I-III phases, and was subsequently replaced beginning with

SK IV.

SK I-III Electronics

For SK I-III, PMT signals were processed by 12-channel ATM boards, which recorded

the total charge and arrival time of each PMT pulse via a combined analog-to-digital

converter (ADC) and time-to-digital converter (TDC) circuit. The charge signal

was then split into several other readout systems. One signal was sent to a global

trigger system, which tracked the total integrated charge of all PMTs above a specified

threshold. One of the other split PMT signals was sent to a charge-to-analog converter

(QAC), and another was used to start a constant current integrator. When the

global trigger system crossed a total charge threshold, it output a signal to the QAC

and current integrator. The signal height of the integrated constant current was

converted to the PMT’s timing offset relative to the trigger, and the PMT charge

and time information from the QAC was converted and stored digitally. A redundant

integration and charge readout system was in place for each PMT so that triggers in

rapid succession could be stored without dead time. The QACs had to be read out

after accumulating 1.3 µs of data, so ID PMT data was stored in 1.3 µs segments. For

a comprehensive review of SK I-III ID electronics, see [61, 65].

The OD readout electronics for SK I-III were fundamentally similar to the ID,

but used different hardware. The OD PMT signals were read out via custom charge-

to-time converter (QTC) chips which converted the signal into a fixed-width pulse

for easier digitization. The rising edge of this signal could be interpreted as the hit

time, and the width was proportional to the total charge. The OD PMT signals

were similarly fed into the global trigger system, and, in the event of a trigger, were

digitized and saved into memory buffers for offline processing. A larger window, 16 µs,
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of OD hits could be stored than ID hits, which was useful for vetoing triggers when

activity in the ID was preceded by background-like activity in the OD.

The global trigger system issued different triggers based on the number of hit

PMTs. Separate low-energy and high-energy trigger thresholds were set to select

physics events for different analyses. The number of hits from the outer detector

PMTs could also be used as an independent trigger. The triggers used for SK I-III

are summarized in Table 2.2.

SK IV+ Electronics

The SK I-III electronics were replaced in 2008 with both new physical readout circuit

boards for both the ID and OD PMTs and a software trigger [66, 67]. The new

boards are QTC-based electronics with ethernet (QBEEs), which, similar to the OD

electronics of SK I-III, output a single pulse, encoding the time and total charge of

each signal. The QBEEs have several advantages over the ATM boards of SK I-

III. First, QBEEs have multiple gain settings, set in a ratio of 1 : 1
7

: 1
49

. Each

QBEE can process a signal with the three gain settings simultaneously, and return

only the lowest setting which is not saturated. Thus, higher-charge PMT signals

can be recorded along side lower-charge signals while still retaining acceptable charge

resolution. The dynamic range of PMT signals recorded by QBEEs in an event is

five times that of the ATM system. Another advantage is the length of the readout:

ATM boards were cleared of their charges after 1.3 µs, but QBEEs can record 40 µs

of data before needing to be read out. Each QBEE receives signals from 20 PMTs.

The PMT signals from each QBEE are then sent to merger computers which apply

trigger logic in software.

A major goal of the SK IV hardware upgrade was to enable a variable-length

event time window using a software trigger. Longer event windows help to contain

delayed particle processes, such as muon or charged pion decays and neutron captures,
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following the primary interaction (see Section 3.2). In particular, the AFT, or “after,”

trigger was implemented to save several hundreds of microseconds of data following

activity in the ID with no activity in the OD. A summary of the triggers used during

SK data taking is presented in Table 2.2.

Trigger
SK I-III SK IV+

Logic
Event Window

(µs)
Logic

Event Window
(µs)

SLE

5.7 → 3.5 MeV
equivalent ID

hits, and vertex
fit within ID

1.3
34 → 31 ID hits

in 200 ns
[−0.5, 1.0]

LE
29 ID hits in

200 ns
1.3

47 ID hits in
200 ns

[−5, 35]

HE
31 ID hits in

200 ns
1.3

50 ID hits in
200 ns

[−5, 35]

SHE — —
70 → 58 ID hits

in 200 ns
[−5, 35]

OD
19 OD hits in

200 ns
16

22 OD hits in
200 ns

[−5, 35]

AFT — — SHE, no OD [35, 535]

Table 2.2: Triggers used in the different SK data-taking phases. Hit
requirements reflect the approximate numbers used, because the defi-
nitions were updated throughout data taking in response to changes in
PMT dark rates and failed PMTs. SLE refers to “super low energy,”
and was implemented in the SK I-III periods using a dedicated exter-
nal computer to filter events based on the charge in units of MeV and
fit event vertices in real time. LE refers to “low energy,” HE refers to
“high energy,” SHE refers to “super high energy,” and “AFT” refers to
“after.” AFT triggers were introduced by means of a software trigger
implemented at the start of the SK IV phase.

For all SK phases, digitized PMT hit charge and time information in a time

window around each trigger is assembled into “events” on dedicated computers inside

the mine. Event data is periodically transferred out of the SK detector area via

optical fiber to nearby off-site computers for offline processing and storage. Events
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are stored in the ZEBRA file format [68], and also as ROOT [69] files.

2.3 Calibration

The response of each SK PMT is tuned to controlled calibration sources to ensure an

accurate and uniform response to physics events. In addition, the SK water is studied

to characterize the light propagation within the detector.

2.3.1 ID PMT Calibration

The calibration of the ID PMTs begins with high voltage tuning for a subset of 420

ID PMTs designated as “reference” PMTs before installation in the detector. The

high voltages of the reference PMTs are tuned to light from a xenon lamp connected

to a scintillator ball via optical fiber, so that each PMT’s charge output is identical.

These reference PMTs are then installed in the SK tank in four vertical strip patterns,

one along each quadrant of the detector. The scintillator ball, connected to the same

xenon lamp, is then lowered into the tank center, and serves as an isotropic light

source, illuminating all PMTs. Since the charge output of the reference PMTs to

the light intensity is known in advance, the high voltages of the other, non-reference,

PMTs can be adjusted to match the charge response of reference PMTs at the equiva-

lent distance from the scintillator ball. The geometric pattern of the reference PMTs

and the scintillator ball tuning method is demonstrated in Figure 2·7.

The high voltage tuning results in a coarse calibration of PMT response, so follow-

ing the tuning, the relative gain of each PMT is precisely determined. The relative

gains are assessed using separate high- and low-intensity light sources. The high-

intensity source sends multiple photons to each PMT, such that the charge response

of each PMT, Qi, may be written as:

Qi ∝ IHigh × ai × QEi ×Gi, (2.4)
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Figure 2·7: Overview of the high voltage tuning using the reference
PMT. Left: Location of the reference (red circles) PMTs in the SK
detector, shown in an unrolled cylinder view. Right: Illustration of
gain setting using a scintillator ball for the non-reference PMTs. Both
figures are reproduced from [70].

where i indexes each PMT, a is the geometric acceptance factor, QE is the quantum

efficiency, and G is the gain. The low-intensity source is then used so that any hits

are likely to be due to single photoelectrons. The number of hits for the low-intensity

source is:

Ni ∝ ILow × ai × QEi. (2.5)

The relative gain is set for each PMT using that Gi is proportional to Qi/Ni. Because

the geometric factor and quantum efficiency cancel in the ratio, the proportionality

is the same for all PMTs.

Once the relative gains are known, another calibration method measures the av-

46



erage gain of the entire detector. A nickel source, which isotropically emits 9 MeV

photons, is placed at the center of the detector. The photons from the nickel source

are sufficiently low-energy such that virtually any hit can be attributed to a single

photoelectron emission. The nickel-induced single-photoelectron distribution of each

PMT, corrected by each PMT’s relative gain, is then added into a single distribution,

shown in Figure 2·8. A fit to this whole-detector single-photoelectron distribution

establishes a single picocoulombs-to-photoelectrons conversion factor.

Figure 2·8: Sum of relative gain-corrected ID PMT single-
photoelectron distributions. The peak shows the average charge, in
picocoulombs, corresponding to one photoelectron.

PMT signal times are calibrated to account for differences in the photoelectron

transit times within each PMT, and the differences in signal transit time due to each

PMT’s cable length. The timing calibration uses a fast-pulsing nitrogen laser, fed into

a diffuser ball at the center of the SK detector. The times of the hits induced by the

laser are time-of-flight subtracted based on the PMT’s distance to the light source,
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so that each PMT hit is expected to arrive at the same time. Any nonzero “residual

times” then correspond to the offsets which need to be added to each PMT’s signal

times for proper calibration. Another consideration for the timing calibration is that

larger signals tend to arrive earlier than small signals, a phenomenon known as time

walk. To address time walk, the timing offsets are calculated as a function of charge.

The resulting table of offsets for a given PMT charge is referred to as a TQ-map. A

TQ-map is created for each PMT, and fits to these maps are applied as a correction

function to all raw data hits prior to any other offline processing. An example of a

TQ-map is shown in Figure 2·9.
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Figure 2·9: The TQ-map of one ID PMT. Each entry of the histogram
is a time-of-flight subtracted hit on this PMT induced by a calibration
laser. The lower x-axis shows the charge in units of an internal binning
scheme, while the upper x-axis shows the charge converted to pico-
coulombs. The y-axis shows earlier times as larger values and later
times as smaller values, so the time-walk effect, with higher-charge hits
arriving earlier, is visible. The black line represents a polynomial fit to
the data. Figure is adapted from [70].
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2.3.2 OD PMT Calibration

The outer detector PMTs do not have per-channel control of high voltage settings,

and, due to the amount of reflected light in the OD, do not have as precise timing

information as the ID PMTs. Still, OD PMTs can be coarsely calibrated. First, dark

hits, i.e., noise, observed in the window before an event trigger are collected. Dark

hits are nearly all due to single-photon detections, so they form single-photoelectron

distributions for each OD PMTs. The relationship between high voltage and the

charge response from a single-photoelectron is roughly known for each PMT type, so

an ideal target high voltage can be calculated. The high voltage for each OD PMTs

can then be lowered by adding a zener diode jumper directly to the paddle card.

Timing calibration of the OD PMTs is performed using cosmic muons. The tra-

jectories of cosmic muons which pass through the OD and ID can be fit with ID PMTs

to establish an entry point and direction in the ID. Then, the muon’s path can be

extrapolated backwards into the OD region. The distance of each hit OD PMT to

the muon track is calculated assuming fixed-angle Cherenkov emission, allowing for

a time-of-flight subtraction. The time-of-flight subtracted hits are used to calculate

offsets which correct for any observed timing bias.

2.3.3 Water Parameter Measurements

Light intensity due to water transparency in SK is modeled with an exponential

function,

I(l, λ) = I0(λ) exp [−l/L(λ)] , (2.6)

where I is the intensity, l is the distance from the source, λ is the wavelength of

the light, and I0(λ), is the source intensity. Equation 2.6 also include a wavelength-
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dependent scattering coefficient, L(λ), which is decomposed into three components:

L(λ) = (αabs. + αsym. + αasym.)
−1 . (2.7)

Equation 2.7 contains an absorption term, αabs., a symmetric scattering term, αsym.,

which includes Rayleigh and symmetric Mie scattering, and an asymmetric term,

αasym., which includes the asymmetric component of Mie scattering. Each component

is measured using a multi-wavelength laser placed at different locations in the SK tank.

Measurements of scattered light from the laser constrain αsym. and αasym., while the

drop in intensity, measured using PMTs near the laser location and at the opposite

side of the tank, establishes αabs.. Figure 2·10 illustrates the water transparency

measurement.
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Figure 2·10: Overview of the water transparency measurement. Left:
Setup of the water transparency measurement with a laser. The labels
B1-B5 indicate regions at different depths within in the ID. Right:
Example results of the laser calibration. Data are shown as points,
while the intensity predicted by a tuned simulation is shown as solid
lines. Both figures are reproduced from [70].
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The water transparency can be measured separately by cosmic muons. Most cos-

mic ray muons deposit a near-constant 2 MeV/cm of energy in water, corresponding

to a fixed amount of Cherenkov radiation per unit track length as they traverse the

detector. The ID PMTs are used to reconstruct the muon track through the detec-

tor so that the expected hits on each PMT due to the muon’s trajectory may be

calculated. The ratio of observed charge to the expected charge on each PMT de-

termines the rate of scattering and absorption. The transparency measurement with

muons is insensitive to wavelength, but has the advantage that it can be continuously

performed during normal detector operation.

2.4 Account of SK V Open Tank Work

In 2018, the SK IV data-taking phase was ended in order to conduct maintenance

work. The main goals of the work were:

• Install a new water system, capable of recirculating gadolinium in the detector

water. This is described in Section 2.2.3.

• Fix a leak, to prevent any future Gadolinium-loaded water from leaking into

the environment.

• Replace PMTs which had failed during the SK III and SK IV phases, a period

of 12 years.

• Clean the detector, including removing rust which was thought to potentially

react with gadolinium, affecting the water transparency.

The SK “open tank work” involved draining the detector in stages, so that work

could be conducted on detector components at varying depths. When open, workers

entered the SK detector via gondola, which lowered them and their equipment onto
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“floating floors” resting at the current water level. In the ID, additional rafts were

deployed from the floating floor for traversal away from a primary platform, while in

the OD, a floating floor was deployed in a ring, allowing workers to access all sides.

Planning the open tank work involved an assessment of which PMTs and water

system components would be accessible on each day, given the water level. Replacing

PMTs in both the ID and OD involved cutting PMT cables, splicing new connectors,

and covering the splices with heat-shrink tubing to create water-tight connections.

Approximately 150 ID and 220 OD PMTs throughout the detector were replaced

during the open tank work.

Concurrent with the PMT replacement, workers cleaned the steel structure of the

SK tank. Because the steel structure and the tank walls are nominally wrapped in

Tyvek (see Figure 2·5), the Tyvek in the outer detector was removed at each layer.

This was also necessary for accessing the cables for the ID PMT replacement work.

Cleaning the steel structure involved removing rust with electrodes, vacuuming, and

retrieving any remaining pieces of PMT glass leftover from the 2001 accident.

To address the leak, workers painted the weld joints and bolt anchors connecting

the SK water tank to the cavern walls with MineGuard, a polyurea-silica paste de-

veloped for moisture protection in industrial settings. First, the area was cleaned of

any rust or debris. Then, MineGuard was applied in two coats with a 24-hour set-in

time after the first coat.

After work was finished on an 2 m tall section of the detector, new Tyvek was

wrapped around the steel structure, and the water level of the tank was drained an

additional 2 m so that work could proceed on the next layer. Figure 2·11 shows the

water level as a function of time. The step pattern corresponds to the three days of

work on each layer can be seen as the water level decreases. Refilling the detector up

to the top level occurred continuously. Additional work was required near the top to
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re-seal the tank before filling to the full capacity. Figure 2·13 shows scenes from the

open tank work. The images show work in the ID and OD at various water levels.

Figure 2·11: The water level during the SK V open tank work. The
step pattern reflects times where workers performed various tasks inside
the tank.

Figure 2·12: The leak assessment after the refurbishment work. Data
from SK V is compared to an equivalent period from SK IV, showing
no decreases in the water level after the tank open work.

Once the tank open work had completed, the detector water system and water

level was monitored precisely. Figure 2·12 shows a measurement of a week-long period

from SK IV and at the beginning of SK V. The figure shows that the decrease in water

level from the original leak was no longer observed following the open tank work.

Calibrations of PMT hit charge and timing, similar to those described in Sec-

tion 2.3, were carried out at the beginning of the SK V data-taking phase. In partic-

ular, new PMTs installed were calibrated, and the OD high voltages were re-adjusted

to improve the consistency of OD PMT single photoelectron responses.
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Figure 2·13: Scenes from SK V open tank work. Top: Interior view
of the ID floating floors during the SK V open tank work. Workers can
be seen with replacement PMTs in boxes on one floating floor, while
another worker takes measurements from a raft. Bottom: Cleaning
work in the OD. In the foreground, a worker removes rust using an
electrode, while another worker vacuums the steel structure behind an
OD PMT. MineGuard from the previous layer can be seen along the
joints of the tank wall at the top of the frame.
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Chapter 3

Data Reduction & Reconstruction

The SK detector records approximately one million triggers per day, primarily from

low-energy radioactive backgrounds at a rate of ∼ 11 Hz, and from cosmic muons

at a rate of ∼ 3 Hz. Only about 10 of these triggers per day correspond to atmo-

spheric neutrino interactions. The process of selecting likely neutrino interactions

from background triggers is called reduction.

Once atmospheric neutrino candidates are identified in data, properties about the

particles observed in the time window around the trigger are inferred from patterns

of hit PMTs. This process is called event reconstruction.

3.1 Data Reduction

Atmospheric neutrino candidates have three broad classifications at SK: fully-contained

(FC), partially-contained (PC), and upward-going muon (Up-µ). The distinguishing

characteristics between these classifications are:

• FC events have an interaction vertex reconstructed within the ID, and no OD

activity. Hence, all final state particles are fully contained.

• PC events have an interaction vertex reconstructed within the ID, and no entry

point in the OD, but do have an exit point in the OD. The exiting particle is

typically a muon produced by a CC νµ interaction.

• Up-µ events are induced by neutrinos interacting in the rock around SK or in

55



FC PC Up-µ

Figure 3·1: The three neutrino event toplogies at SK. The cylinders
represent the ID within the SK tank. FC and PC events have a vertex
within the ID. PC events have a particle that exits the ID, creating an
exit point in the OD. Up-µ events have a vertex outside the ID and an
upward-going muon track.

the OD water. These events look like cosmic muons, but pointed upward, i.e.,

coming from below the horizon. Up-µ neutrino events well-below the horizon

have a low contamination from cosmic muons, since the Earth acts as a shield

against cosmic muons coming from below.

The three neutrino classifications are shown in Figure 3·1. The SK reduction

procedure identifies neutrinos of each class by applying a series of successive cuts.

The cuts either remove or accept events, collection of PMT hit charges and times

recorded within a time window around a trigger. Earlier cuts remove obvious non-

neutrino events using simple calibrated detector information, while later cuts, which

remove more uncommon backgrounds, tend to be more computationally expensive.

This section describes the selection process for neutrino events in each of the three

classes. Timing information used in the cuts is relative to the event trigger, defined

to be at 0 ns. Additional details of the reduction process may be found in other theses

[71, 72].
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3.1.1 FC Reduction

The FC reduction consists of five steps, FC1-FC5.

FC1

The first step of FC reduction removes obvious radioactive backgrounds and other

low-energy triggers, and cosmic muons, which produce many hits in the OD. FC1

requires that:

� The number of ID photoelectrons in a 300 ns sliding window must exceed 200

(100 for SK II)

� The number of hits in the OD between −500 ns and +300 ns around the event

time must not exceed 50 (SK I-III) or 55 (SK IV+)

This cut is almost 100 % efficient for selecting neutrinos. Approximately 3500 events

pass FC1 per day, a 99 % reduction from the initial one million triggers. Note that

events which fail the second cut of FC1 may still be classified as PC or Up-µ events.

FC2

FC2 removes high-charge noise events coming from a single ID PMT, and applies a

stricter cut to remove additional lower-energy events which may have passed FC1.

The cuts are:

� No single ID PMT may account for more than 50 % of the charge in the event

� If the number of photoelectrons is less then 100 000 (50 000 for SK II), then the

number of OD hits between −500 ns and +300 ns around the estimated event

time must not exceed 25 (30 for SK IV+)

After FC2, approximately 900 events remain per day.
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FC3

FC3 removes cosmic ray muons with certain characteristics not covered by FC1 and

FC2, particular configurations of low-energy events, and for removing “flasher” events

caused by spontaneous discharge of light from PMTs. The two types of muons ad-

dressed by FC3 are

• High-energy muons which lose energy due to bremsstrahlung and pair produc-

tion, instead of ionization. These energy loss processes result in short bursts of

light in the OD, which sometimes evade the FC1 and FC2 cuts.

• Muons which produce concentrated hits in the OD. These muons do not produce

enough OD hits to be cut by FC1 and FC2, but produce a cluster of hits in the

OD around an entry or exit point.

FC3 addresses the high-energy muons with the following cut:

� There must be fewer than 40 OD hits in a 500 ns sliding window

Muons with visible entry points in the OD are found via a dedicated muon track

fitting procedure. The fit assumes the earliest saturated ID PMT to be the muon entry

point. If the muon passes through the detector and exits the ID, an exit point, and

therefore direction, is found using the center of all saturated ID PMTs. Otherwise,

the fit calculates the muon direction such that it maximize the expected charge in

the ID. The fit also computes a goodness score, i.e., the likelihood that the time of

each PMT hit originated from a Cherenkov cone along the muon’s track. The entry

and exit point are used in the following cuts to identify and remove muons:

� (Entry & exit point): The event must not match the following conditions: The

maximum charge on a single PMT exceeds 230 photoelectrons, there are more

than 1000 ID PMT hits, and the number of OD hits within an 8 m radius of

the entry or exit point is 10 or more.
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� (Entry point only): The event must not match the following conditions: The

number of OD hits within an 8 m radius of the entry point is 10 or more, or

(SK I only) the number of OD hits within an 8 m radius of the entry point is

more than four, and the muon’s fitted goodness score is more than 0.5.

Next, due to gaps in the OD PMT coverage from cables and plumbing, scintillator

paddles are installed as vetoes at four positions around the detector. FC3 requires

� There must be no scintillator veto activity within 4 m of the fitted entry point.

FC3 also attempts to remove additional low-energy events that can evade the FC1

step due to multiple random coincidences. For a true neutrino event, a single vertex

should be present, while multiple coincident low energy events will not have a single

best-fit vertex. FC3 chooses a vertex as the point which gives the smallest residuals

for time-of-flight subtracted hits. This time-of-flight vertex is used for the following

cut, and in subsequent cuts:

� The number of time-of-flight subtracted hits in a 50 ns sliding window must

exceed 50 (25 for SK II)

This cut alone is not sufficient to remove all low-energy events. If a cosmic muon

arrives after the low energy event triggers the detector, it can still pass this and the

preceding cuts. Therefore, another cut is applied to search for these late-arriving

muons:

� If the number of photoelectrons in the ID is greater than 5000 (2500 for SK II),

then there must be fewer than 20 OD hits in a +300 ns to +800 ns window.

Finally, FC3 removes flasher events, where a single PMT undergoes electrical

discharge which produces light detectable by neighboring PMTs. A characteristic

of flasher events are PMT hits occurring at later times after a trigger than in true

particle interactions, which motivates the following cuts:
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� (SK I only) The minimum number of ID hits within a 100 ns residual time

sliding window between +100 ns and +700 ns must be less than 10. If there are

more than 800 ID hits, the number of ID hits in found by the sliding window

must be less than 15.

� (SK II+) The minimum number of ID hits within a 100 ns sliding window be-

tween +100 ns and +700 ns must be less than 20.

� The goodness score of the time-of-flight vertex must be greater than 0.4.

Approximately 80 events per day remain after FC3. Events which pass FC3 are

fully reconstructed, with a much more sophisticated algorithm, described in Sec-

tion 3.2.

FC4

FC4 implements a data-driven cut to remove additional flasher events. Experts select

flasher candidates for inclusion in a database of reference events, and new events are

compared to these references. FC4 implements a likelihood function consisting of

two variables constructed using the hit patterns of the events: a correlation, and the

Kolmogorov-Smirnov (KS) test statistic. The correlation, r, between two events, A

and B, is defined as:

r =
1

N

N
∑

i

1

σAσB

[

(QA
i − ïQAð)(QB

i − ïQBð)
]

(3.1)

where i indexes groups of nearby ID PMTs (about 4 m2), Qi is the summed charge of

the ith region, ïQð is the average change of the event, and σ is the root-mean-square

(RMS) of the distribution of charges in the event. Similar events will have large values

of r. The KS statistic is computed using the distributions of charges within each ID

PMT region. Smaller values of the KS statistic indicate better agreement. The 10
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patches with the highest r values and 10 smallest KS values are used to compute the

likelihood. Events which produce a high likelihood when compared to known flasher

patterns are cut by FC4.

FC5

A final set of quality cuts are applied to events passing FC4 to remove remaining

flashers, low-energy backgrounds, and muons which pass near additional gaps in the

OD which are un-instrumented.

First, flashers are addressed by applying a more sophisticated vertex fit, using the

method described in Section 3.2. Hit times are newly time-of-flight subtracted from

this fitted vertex, resulting in new residual times. FC5 applies two flasher cuts using

the new vertex and residual times:

� If the minimum number of hits in a 100 ns residual time sliding window is six

or more, the vertex goodness score must be greater than 0.4.

� (SK II+ only) If the minimum number of hits in a 100 ns residual time sliding

window is less than six, the vertex goodness score must be greater than 0.3.

FC5 attempts to remove low-energy backgrounds caused by invisible muons, i.e.,

muons with momentum below the Cherenkov threshold. An invisible muon may not

produce enough hits in the OD to be removed by earlier reduction steps, but can still

trigger the detector when it decays into an electron. FC5 introduces a cut based on

the maximum energy of an electron from a muon decay at rest, estimated to be 1000

photoelectrons (500 for SK II). Events below this maximum energy are searched for

using time-clustered hits in the OD inside a 200 ns sliding window from −9000 ns to

−200 ns. A second cluster is searched for from −200 ns to 200 ns. The goal of these

clusters is to detect entering activity from the OD, e.g., an energetic muon in the
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OD which produces a secondary muon below Cherenkov threshold that subsequently

enters the ID. Based on these OD clusters, two cuts are introduced:

� If the OD hit cluster locations are 500 cm apart, the number of hits in the first

cluster must be less than five, and the number of hits in both clusters must be

less than 10.

� Otherwise, the number of hits in the first OD cluster must be less than 10.

While FC3 addressed gaps in the OD using scintillator paddles, FC5 addresses

several remaining un-instrumented gaps. The following cut is applied:

� If the muon fitter’s goodness score is greater than 0.4, there are more than 1000

photoelectrons in the ID, and the fitted muon direction is larger than 37◦ above

the horizon, the distance between the OD entry point and the nearest gap must

be larger than 2.5 m.

Finally, FC5 applies one cut based on the reconstructed vertex (see Section 3.2)

to further remove entering muons:

� There must be fewer than 4 OD hits within 8 m of the reconstructed entry point

in a 200 ns sliding window between −500 ns and +300 ns.

3.1.2 PC Reduction

PC events are less common than FC events, occurring at a rate of 0.6 per day. Due

to the segmentation Tyvek installed at the start of SK III (see Section 2.2.2 and

Figure 3·2), the PC reduction was overhauled for SK III onward. This thesis will

describe the current method for selecting PC events. The SK I-II PC reduction

technique is documented in other theses [73].
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Figure 3·2: Labeled regions of the OD, and the segmentation Tyvek,
which are referenced in several parts of the PC reduction. The top and
bottom of the OD cylinder are collectively called the end-cap regions,
and are optically separated from the barrel region by the segmentation
Tyvek. Figure is adapted from [70].

PC1

PC events ideally have one exit cluster of hits in a single OD region. PC1 enforces

that no two OD regions, top end-cap, barrel, and bottom end-cap, illustrated in

Figure 3·2, have obvious OD clusters. PC1 also ensures that the energy deposition in

the ID is consistent with a particle exiting into the OD. The first quality cuts are

� There must be at least 1000 photoelectrons in the ID.

� There must be fewer than 11 OD hits in the top end-cap region or fewer than

10 hits in the bottom end-cap region.

� There must be fewer than 84 OD hits in the barrel region or fewer than 29 hits

total in the top end-cap and bottom end-cap regions.
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PC1 also calculates the average distance between pairs of hit OD PMTs, a quantity

called ODRMean, defined as

ODRMean =
1

NPair

∑

i

∑

j ̸=i

|x⃗i − x⃗j| (3.2)

where NPair is the number of pairs of hits, and x⃗i is the position of the ith PMT.

ODRMean is large for events with multiple OD clusters, and small for events with only

a single cluster. PC1 also requires

� ODRMean must be less than 2140 cm.

PC2

PC2 implements a more sophisticated algorithm to identify OD hit clusters than in

the FC reduction. The algorithm used for PC reduction divides the OD into regions,

then merges hits in each region into the neighboring region with the most hits. PC2

requires

� There must be at most one region with more than 10 OD hits found by the

clustering algorithm.

PC2 also excludes events based on the number of hits in the end-cap regions as a

function of the number of hits in the barrel region. This function, f(NBarrel), plotted

in Figure 3·3, is a piecewise exponential which decreases in the number of OD barrel

hits, NBarrel. PC2 requires that

� The number of OD end-cap hits must be less than f(NBarrel).

PC3

PC3, similarly to FC3, removes flasher events by searching for ID hits arriving after

the primary event trigger. PC3 applies a sliding window cut:
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Figure 3·3: The cut applied based on the number of OD hits in each
region as part of the PC2 reduction step.

� The minimum number of ID hits within a 100 ns residual time sliding window

between +200 ns and +700 ns must be less than 10 if there are fewer than 800

ID hits, otherwise the number must be less than 15.

PC4

PC4 removes events with improbable vertices. As in the FC reduction, PC4 estimates

a vertex using time-of-flight subtracted hits. PC4 also applies a dedicated fitter,

muboy, which classifies muons in one of four categories

• Stopping : The muon enters the ID and stops

• Through-going : The muon enters the ID, then exits the ID

• Multi-muon: There are multiple muons with different entry points in the same

event

• Corner clipper : The muon entered and exited through the corner of the end-cap

region, resulting in a thin Cherenkov ring in the ID.
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muboy also assigns an overall goodness score based on an event’s likelihood of being

a true cosmic muon. The muboy algorithm assumes the vertex of any event is outside

the ID, so true PC events will have low goodness scores according to muboy.

With the two vertices, and direction and classification information from muboy,

PC4 creates several optional conditions. Depending on the muboy classification, a

subset of these conditions must be passed. The conditions are

• The difference between the angle from the muboy vertex and the angle from the

time-of-flight vertex to the highest-charge OD hit cluster (calculated as part of

PC2) must be less than 90◦.

• The difference between the angle from the muboy vertex and the angle from

the time-of-flight vertex to the earliest saturated ID PMT must be less than

143.13◦.

• The length of the fitted muon track from muboy must be less than 1750 cm.

• The goodness of the muboy fit must be less than 0.52.

• The distance from the muboy vertex to the corner of the tank must be larger

than 300 cm.

PC4 assumes that Multi-muon and corner-clipper events are more difficult to

reconstruct, and so applies looser cuts than for stopping and through-going muons.

PC4 applies the conditions

� If the muboy class is stopping or through-going, the event must not fail more

than one of the five PC4 optional conditions

� If the muboy class is Multi-muon or corner-clipper, the event must not fail more

than three of the five PC4 optional conditions
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Finally, PC4 places additional restrictions on events identified as stopping muons

by muboy:

� If the muboy class is stopping, the goodness of the muboy fit must be less than

0.5, or there must be fewer than 10 OD hits within 8m of the muboy entrance

point in a −200 ns to +300 ns window.

There are approximately 900 events per day that which pass PC4.

PC5

PC5 further removes muon backgrounds from the PC sample. Muons which enter

near the top edge of the detector and exit through the bottom edge can produce a

single large cluster of hits in OD, and, depending on the proximity to the detector

wall, a small cluster of hits in the ID. Such events can evade PC1-PC4. PC5 applies

a cut using OD PMTs contained by 8m spheres along the top and bottom detector

edges. The spheres on the top and bottom which contain the maximum charge are

used for the following cut:

� At least one sphere must contain fewer than seven OD hits, or at least one

sphere must contain fewer than 10 photoelectrons, or the average hit times in

the spheres must be outside the interval given by [0.75c/40m, 1.5c/40m], i.e.,

a range of plausible transit times across the SK tank.

The final check of this cut ensures that the distance between hits in the selected

spheres is consistent with a muon traversing the height of the detector.

Events which pass PC4 are fit to identify a Cherenkov ring and vertex using the

algorithms described in Section 3.2. PC5 applies a series of cuts to further mitigate

stopping muons, corner clippers, and events near the OD gaps using the information

from this fit. These are
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� The angle between the fitted Cherenkov ring and the center of the largest OD

hit cluster must be less than 90◦.

� The fitted vertex must be greater than 150 cm away from the ID top and bottom

edges.

� If a scintillator veto paddle is triggered, the angle between the line from the

veto paddle to the fitted vertex and the line from the fitted vertex to the fitted

ring direction must be greater than 37◦.

As in PC4, PC5 implements a cut which requires events to satisfy a subsets of

optional conditions. Each condition addresses a specific background category. The

conditions are listed below with the intended background they address in parentheses:

• (Through-going muons) If the fitted entrance point and exit point, determined

by extrapolating the vertex and fitted ring direction, contain OD hits which

are separated in time by [0.75c/d, 1.5c/d], where d is the distance between the

points, there must be fewer than five OD hits within an 8m radius of either

point.

• (Through-going muons) There must not be a cluster of OD PMT hits containing

17 hits, and a second cluster containing 10 or more hits.

• (Stopping muons) There must not be 10 or more hits within 8m of the fitted

entrance point.

• (Stopping muons) A fit assuming the entrance point is the earliest hit ID cluster

must not contain more than 60% of the photoelectrons in a 42◦ cone around

the fitted track, and there must not be more than six OD hits within 8m of the

assumed entrance point.
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• (Stopping muons) The angle between the fitted Cherenkov ring and the largest

OD hit cluster must be less than 90◦.

• (Corner-clippers) The track length determined from the vertex cannot be more

than 15m longer than the track length estimated from the total ID charge

divided by 2MeV/cm. Corner clipper muons typically have short tracks in the

ID, so there can be large disparities in track length estimated from the ring and

from the charge.

• (Non-neutrino) There must be 1 decay electron in the event.

The final optional condition targets muons which pass through the detector with-

out producing hadrons. Such muons would create events with no decay electrons,

while neutrino events at PC energies are likely to produce hadrons which decay into

visible electrons near the vertex. This is discussed in Chapter 4. The corresponding

PC5 cut based on the above optional conditions is:

� Events must not fail more than one of the PC5 optional conditions.

3.1.3 Up-µ Reduction

Up-µ events constitute about 1.5 atmospheric neutrino events per day. Backgrounds

for Up-µ events well-below the horizon are much less than for FC and PC due to

the shielding of cosmic muons by the earth. However, events with fitted directions

near the horizon can result from downward-going cosmic rays just above the horizon

which produce upward-scattered muons, creating an irreducible background for the

Up-µ sample. The reduction steps presented here involve quality checks for muon-

like events and comparisons of fit directions using different methods. Since the Up-µ

selection relies on the direction of the events, requirements on zenith angle, cos ¹z ≲ 0,

appears in the selection. See Section 1.5.3.
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First Reduction

The first Up-µ reduction cut corresponds to a minimum momentum cut for a 1GeV/c

muon, and a maximum momentum cut, above which muon reconstruction is not

feasible.

� The number of ID photoelectrons in a 300 ns sliding window must be between

6000 and 1 750 000 (3000 and 800 000 for SK II)

Second Reduction

This step successively applies seven different muon vertex and direction fitting rou-

tines optimized for different types of muons, e.g., through-going, stopping, or muons

which lose energy due to radiative losses instead of ionization. While high goodness

scores according to various muon fitters were used to remove backgrounds in the FC

and PC reductions, they are used here to accept neutrino events. The conditions for

the second reduction step are

� The muon must be fit as upward-going or horizontal with a goodness score

above a threshold by at least one fitter

� The muon must not be fit as downward-going with a goodness score above a

threshold by any of the fitters

A full list of the fitters and the associated thresholds, as well as additional logic about

the fitting order, is presented in other theses [74].

Third Reduction

Events which pass second reduction are fit by a computationally-intensive fitted called

precisefit. Using the precisefit information, a cut is applied on the direction

and on minimum allowed momentum:
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� The fitted direction must be upward-going

� If the muon is classified as stopping, the momentum must be greater than

1.6GeV/c.

� If the muon is classified as through-going, the fitted track length must be greater

than 7m.

Fourth Reduction

The Up-µ fourth reduction step was implemented beginning with SK IV, and utilized

the segmentation Tyvek in the OD (see Section 2.2.2). As with PC events, the fourth

step uses the number of OD PMT clusters, calculated via a clustering algorithm.

� The number of OD hit clusters must be exactly one, or the direction between

the two clusters with the most hits must be upward-going or horizontal with

cos ¹z < 0.035.

Fifth Reduction

In 2019, and enacted starting with the SK V data set, the Up-µ reduction was further

automated with a fifth reduction step. The new step places additional cuts which

were previously evaluated manually by experts manually on an event-by-event basis.

� The angle between the muboy (see Section 3.1.2) fitted direction and the dedi-

cated Up-µ muon fitter fitted direction must be less than 20◦.

� The muboy goodness score must be > 0.25.

� The muboy fitted direction must be cos ¹z < 0.02.
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3.1.4 Post-reduction Eye-scanning

Because SK observes ∼ 10 atmospheric neutrino events per day, it is feasible for

experts to visually inspect all events, known as eye-scanning. The purpose of eye-

scanning is not to remove events, rather, it is to estimate the background contamina-

tion after the final reduction steps in each sample. Each sample, FC, PC, and Up-µ,

is eye-scanned following the sample’s final reduction step.

3.1.5 ID-OD Cross Talk

In 2018, it was discovered that large amounts of charge deposited on ID PMTs could

induce small amounts of charge on nearby OD PMTs, which could then register as

hits, known as cross talk. In 2019, a new preprocessing step was implemented to

remove OD hits induced by cross talk. All SK data was re-processed using the above

reduction steps, but excluding any OD hits with times greater than 50 ns after the

trigger and charges less than 0.2 photoelectrons. The development of this cut is

documented in the thesis by C. Kachulis [75].

Figure 3·4 shows the average number of FC, PC, and Up-µ events remaining after

all reduction steps per day during the SK I-V data-taking phases. The figure shows

the stability of these reduction criteria over the lifetime of the experiment.
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Figure 3·4: Average number of FC, PC, and Up-µ events per day
during the SK I-V data-taking phases. The events shown are the final
sample used in this analysis, and have passed all reduction steps, in-
cluding additional criteria described in Section 5.1.

3.2 Reconstruction

Reconstruction involves counting and classifying the particles in each event which

passes the reduction stage for physics analyses. The primary reconstructed object

at SK is a Cherenkov ring, which contains information about the particle’s vertex,

direction, and type. SK uses a set of algorithms to identify, count, and categorize

Cherenkov rings, collectively called apfit. This section will provide an overview of

apfit functionality. Further documentation is also available in [76].

A separate algorithm, fitqun, has also been used to reconstruct SK events [77].

fitqun will be discussed in Chapter 6 as part of the analysis with external constraints

from T2K.
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3.2.1 Event Vertex

When reconstructing neutrinos events, assuming a single vertex is a powerful con-

straint on the expected timing distribution of PMTs. Reconstruction for FC and PC

events begins with a preliminary vertex fit in the ID based on the residual hit times

after subtracting the time-of-flight to the vertex. apfit refines this time-of-flight

vertex later using additional information. The residual times from a trial vertex, x⃗,

are computed as

tResid.
i (x⃗) = ti −

n

c
|x⃗− x⃗PMT

i | (3.3)

where n is the index of refraction in water, ti represents the calibrated hit time relative

to the trigger, and x⃗PMT
i is the position, of the ith PMT. The best vertex is taken as

the point which minimizes the width of the distribution of tResid.
i . This is accomplished

using a goodness of fit parameter, G, based on a Gaussian likelihood,

G(x⃗) =
∑

i

1

Ã(qi)
exp

{

−
(tResid.

i − t0)
2

2[1.5Ã(ïqð)]2

}

(3.4)

where qi is the charge of the i
th hit PMT, Ã(q) is the timing resolution of the readout

electronics for a pulse of charge q, and t0 is a free parameter for the residual time

distribution peak position. The vertex which minimizes G becomes the starting point

for the next step.

The time-of-flight vertex can be improved by considering just the hits produced by

a single Cherenkov ring. While an event might contain multiple rings, the brightest

ring contains the most information for finding a vertex. This ring can be identified

by charge-weighting each hit, correcting for water attenuation and the incident angle.

The corrected charge is defined as

qCorr.
i (x⃗) = qi exp

(

−
|x⃗− x⃗PMT

i |

L

)

cos ¹

f(¹)
(3.5)
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where, the vertex, position, and charge are the same as in Equation 3.4, L is the

attenuation length of the water, ¹ is the angle of incidence from the vertex to the hit

PMT, and f is the acceptance of the PMT as a function of ¹. The vector sum of hit

PMTs, weighted by the corrected charge, establishes a preliminary ring direction, d⃗.

The ring direction is refined by testing various Cherenkov angles. The Cherenkov

angle (see Equation 2.2) for a particle moving close to the speed of light in water is

42◦, but this can be smaller for particles with lower momenta. A new goodness of

fit parameter is defined which attempts to accomplish three goals: (i) penalize small,

non-Cherenkov-like angles, (ii) match the opening angle to the expected opening

angle from a particle which would produce the contained charge, and (iii) maximize

the charge contained in a ring of the assumed angle. The measure is

G(d⃗, ¹c) =
1

sin ¹c
× exp

[

−
(¹c − ¹Exp.)

2

2Ã2
θ

]

×

(

dqCorr.

d¹
|θ=θc

)2
θc
∫

0

qCorr.(¹)d¹ (3.6)

where ¹Exp. is one of three angles: 42◦, or the angle assuming a muon, or the angle

assuming an electron, produced the observed charge. Ãθ is the angular resolution, and

the differential term gives the change in the total corrected charge contained versus

opening angle of the ring, i.e., to measure how suddenly the charge changes outside

the ring edge. The first term addresses goal (i), the second term addresses goal (ii),

and the third term addresses goal (iii).

Minimizing Equation 3.6 establishes a refined ring direction and Cherenkov angle.

The initial time-of-flight vertex from Equation 3.3 may now be refined by shifting

the residual times of hits within the Cherenkov ring by the difference from the initial

vertex, x⃗, to a vertex, y⃗, constrained to be on the line given by the fitted angle and

the fitted ring direction:

tResid.
i (x⃗, y⃗) = ti −

n

c
|y⃗ − x⃗PMT

i |−
1

c
|y⃗ − x⃗| (3.7)
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The vertex goodness is once again calculated via Equation 3.4, and separate good-

ness scores are constructed for hits inside and outside the Cherenkov ring. A mini-

mization routine finds the new best-fit vertex based on the new residual time distri-

bution.

3.2.2 Ring Counting

For events containing multiple rings, apfit transforms the ring fitting problem into a

peak-finding problem using the method of Hough transformations [78]. The method

is illustrated in Figure 3·5. In the figure, circles of the same radius are drawn around

each hit PMT position, white dots in the left panel. For a true circular arrangement of

PMT hits, the rings drawn around each PMT will overlap at a single point, creating

a region of highest intensity, shown in the right panel. apfit refines the Hough

transformation technique by applying the transformation to the expected charge from

rings at a particular angle, weighted by the observed charge. The hit positions of

PMTs are mapped from Cartesian coordinates into the altitudinal and azimuthal

directions within the SK ID cylinder for performing the transformation. The positions

of any peaks found in the transformation space then correspond to a ring direction.

Figure 3·5: Graphical demonstration of a Hough transform. Left:
Points are arranged in rings. Right: Rings are drawn around each
point from the left panel. Due to the ring arrangement of the points,
the drawn rings overlap, forming bright points in the Hough space.
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Rings are added to the event iteratively. apfit implements a likelihood variable

for N rings. Additional rings are added only if they cause the likelihood to increase

over the hypothesis for the original number of rings. The likelihood is

LNRing
=

NPMT
∑

i

log



P



qi,

NRing
∑

j

³jq
Exp.
i,j







 (3.8)

where P (q1, q2) is the Poisson (if qExp.i < 20 photoelectrons) or Gaussian probability of

observing a charge q1 given an expected charge q2, ³j is a weight applied to the jth ring,

and q
Exp.
i,j is the expected charge contribution to the ith PMT from the jth ring. apfit

will add up to five rings per event. Figure 3·6 demonstrates how Equation 3.8 may

be used to separate single and multi-ring events. The difference between the single

ring hypothesis, L1, and the hypothesis with more than one ring, L2, for atmospheric

neutrino data from the SK IV-V phases and simulation (see Chapter 4) is shown.

The distributions reflect the expectation that lower-energy neutrino interactions are

more likely to produce only one ring.

3.2.3 Particle Identification

Particle identification (PID) in apfit involves classifying ring candidates as originat-

ing from electromagnetic showers, e-like or muons, µ-like. Electrons tend to radiate

energy via bremsstrahlung, or through Compton scattering, producing energetic pho-

tons. These photos then undergo pair production, producing additional electrons and

positrons which produce their own Cherenkov rings. These processes tend to deflect

the direction of electrons, resulting in ring patterns with blurred edges. In contrast,

muons, which are heavier than electrons, tend to travel without significant deflection,

resulting in sharp ring edges. Figure 3·7 shows example e-like and µ-like rings from

candidate neutrino interactions in SK.

apfit constructs a likelihood function based on the expected distribution of hits
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Figure 3·6: Ring counting likelihood, L2 − L1, from Equation 3.8,
for atmospheric neutrino data and simulation for the SK IV-V phases.
Positive values indicate that the hypothesis with at least two rings was
preferred over the single-ring hypothesis. The case for sub-GeV events
(visible energy less than 1330MeV) is shown in (a), and multi-GeV
events (visible energy greater than 1330MeV) is shown in (b).
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Figure 3·7: Neutrino candidate events from SK V data. Bright dots
represent hit PMTs, with color and radius corresponding to the ob-
served charge. (a) shows an e-like event with blurred ring edges, while
(b) shows a µ-like event with sharp ring edges.

78



and charges assuming a muon or electron parent particle for the ring. This pattern

likelihood for the nth ring is

LPattern
n (e, µ) =

NPMT
∏

θi<1.5θc

P

[

qi, q
Exp.
i,n (e, µ) +

∑

j ̸=n

qExp.i,j

]

(3.9)

where the product is taken over all PMTs contained within a ring with opening

angle given by 1.5 times the Cherenkov angle, ¹C , and the probability P (q1, q2) has

the same definition as in Equation 3.8. The contribution to the total charge from

other rings in the event is added via the summation term within the probability,

without assuming a particle type. For this likelihood, the expected charge from the

nth ring, qExp.i (e, µ), is calculated from a combination of already-fitted quantities and

pre-computed simulations. Both the e and µ scenarios account for the fitted vertex

and ring direction, and use the average light produced in simulations of probable

particle trajectories produce estimates for the expected charge. The key differences

between the muon and electron expectations are that the photon emission points

are constrained to be on the muon’s estimated track, and that the muon may also

produce extra light from energetic electrons knocked out as it ionizes the water. A

full description of the expected charge distributions for this step is presented in [79].

apfit applies an additional correction to events with a single ring, based on

the expected Cherenkov angle for an electron or muon with a specified momentum,

¹Exp.(e, µ):

PAngle(e, µ) =















exp
[

−
(θ−θExp.(e,µ))

2

2σθ

]

NRing = 1

1 NRing > 1

, (3.10)

where ¹ is the reconstructed Cherenkov angle, and Ãθ is the estimated Cherenkov

angle fitting resolution. Using Equation 3.9 and Equation 3.10, apfit outputs a

single number to indicate e- or µ-like PID preference. First, the pattern likelihood is
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converted to a probability assuming a Ç2 distribution,

Ç2
n(e, µ) = −2 logLPattern

n (e, µ)

=⇒ PPattern
n (e, µ) = exp

{

−
[Ç2

n(e, µ)−min(Ç2
n(e), Ç

2
n(µ))]

2

4NPMT

}

(3.11)

Such that Pn(e, µ) = PPattern
n (e, µ)×PAngle(e, µ). Then the preference for e- or µ-like

for the nth ring may be expressed as

LPID
n =

√

− logPn(µ)−
√

− logPn(e) (3.12)

The distributions of Equation 3.12 for SK IV-V data and simulation (see Chapter 4)

are shown in Figure 3·8.

15− 10− 5− 0 5 10 15

PID Likelihood

0

500

1000

1500

2000

2500

3000

E
v

e
n

ts

FCFV Sub-GeV

SK IV-V

Data

 CC
e

ν and 
e

ν

 CCµν and µν

 CCτν and τν

NC

-likeµe-like

30− 20− 10− 0 10 20 30

PID Likelihood

0

100

200

300

400

500

600

700

E
v

e
n

ts

FCFV Multi-GeV

SK IV-V

Data

 CC
e

ν and 
e

ν

 CCµν and µν

 CCτν and τν

NC

-likeµe-like

(a) (b)

Figure 3·8: PID likelihood from Equation 3.12 for atmospheric neu-
trino data and simulation for the SK IV-V phases. Positive values
indicate that the leading ring is µ-like, while negative values indicate e-
like. The case for Sub-GeV events (visible energy less than 1330MeV)
is shown in (a), and Multi-GeV events (visible energy greater than
1330MeV) is shown in (b).
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3.2.4 Event Vertex, Revisited

For single-ring events, apfit re-integrates the PID information from the previous

reconstruction step to improve the vertex fit. In an iterative process, the vertex and

direction are moved in small steps to maximize the pattern likelihood from Equa-

tion 3.9. The procedure is repeated for seven iterations, or until the vertex is stable

to within 5 cm and the direction is stable to within 0.5◦ between subsequent iterations.

3.2.5 Momentum Reconstruction

Each Cherenkov ring corresponds to a particle with a particular momentum. In the

case of single-ring events, the momentum may be computed from the sum of the

observed charge within the Cherenkov ring. In the case of multi-ring events, rings

may overlap, and so the observed charge on must be divided among each ring. The

observed charge on the ith PMT from the nth ring is defined using the fraction of the

expected charge from the nth ring,

qi,n = qi

(

qExp.i,n
∑NRing

j qExp.i,j

)

(3.13)

apfit uses the divided charges (with acceptance corrections from Equation 3.5) to

compute an intermediate quantity for each ring, RTot.
n ,

RTot.
n =

GMC

GData

(

∑

i

qCorr.
i,n −

∑

j

qScatterj

)

i ∈ (¹i,n < 70◦ and − 50 ns < tResid.
i < 250 ns)

j ∈ (¹j,n < 70◦) (3.14)

where GMC and GData are the relative gains in the simulation and data respectively, i

and j index PMT hits satisfying the listed angular and residual time conditions, ¹i,n

is the angle of the ith PMT relative to the nth ring vertex and direction, and qScatterj is
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the expected charge scattered onto the jth PMT not originating from the Cherenkov

ring. RTot.
n is converted to a momentum for each ring using a lookup table which

matches RTot.
n values for each ring to simulated particles with known momenta.

3.2.6 Ring Counting, Revisited

apfit uses the momentum of each ring, pi, to merge lower-energy rings into higher-

energy ones, and remove spurious rings. The two conditions are

• Two rings i and j are merged if ¹i,j < 30◦ and pi cos ¹i,j < 60MeV/c.

• A ring i is removed if pi < 50MeV/c and pi/
∑

j pj < 0.05.

3.2.7 Decay Electron Tagging

In addition to Cherenkov rings, SK also sees electrons from the decay of muons follow-

ing the primary interaction. The observation of decay electrons provides information

about the parent muon track and the charge, positive or negative, of the muon. The

charge information is statistical: negatively-charged muons, and pions, which decay

into negatively-charged muons (see Equation 1.27), are more likely to be absorbed in

the water before decaying. Therefore, decay electrons are most often observed asso-

ciated with positively-charged muons. The usefulness of this fact for distinguishing

between neutrino and anti-neutrino interactions will be discussed in Chapter 5.

The mean lifetime of the muon is 2.2 µs, so many of these electrons are contained

within the primary SK I-III event windows, and all are contained within the SK IV+

event windows, listed in Table 2.2. In the case of SK I-III, decay electrons appearing

after the primary event window may trigger the detector again, resulting in a second

“sub-event.”

The simplest decay electrons to search for in SK I-III are decay electrons within

sub-events, and, in SK IV+, decay electrons 450 ns after the primary trigger. A
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dedicated algorithm searches for signatures of these decay electrons. While energetic

decay electrons can have enough momentum to produce Cherenkov rings, the number

of hits is often too low to attempt a full reconstruction. Instead, decay electrons are

found with timing information. The algorithm scans for peaks in a 30 ns residual

time window above background. Here, the background, NBkg, is estimated from the

number of hits in a small window before the peak. A decay electron must satisfy the

following conditions:

• NPeak −NBkg g 50 (25 for SK II)

• (NPeak −NBkg)/
√

NBkg > 6.63 (5.17 for SK II)

Following the identification of a peak, the hits in the peak are used to estimate a

vertex, once again by minimizing Equation 3.4. The fitted t0 parameter from the

vertex fit estimates the decay time. The decay electron is counted if the number of

hits in a 50 ns window around t0 is greater than 50 (25 for SK II) and the goodness

parameter G > 0.5.

In some cases, a decay electron can be identified, but its vertex cannot be reliably

established. One such case is when a decay happens too soon after the primary

event, such that a hit peak is visible but the decay electron hits are too difficult

to distinguish from the primary event hits. Decay electron tagging in SK I-III was

further complicated by an impedance mismatch which occasionally caused spurious

hits due to reflected signals. Decay electrons were not searched for in the reflected hit

region. Additionally, due to the shorter event window during SK I-III, decay electrons

could be split between multiple events if not all hits were contained within the same

event window. The identification of these decay electrons is described in [80]. For the

SK I-III data used in this thesis, these split decay electrons are counted, but their

vertex is considered unreliable. This is relevant to the Multi-Ring event classification

discussed in Section 5.1.1.
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3.2.8 Neutron Tagging

Neutrons produced following a neutrino interaction may be captured by hydrogen in

the detector’s water. The captures create excited deuterium, which decays, emitting

photons with an average combined energy of 2.2MeV,

n+ p+ → d+ + µ (3.15)

The 2.2MeV energy deposition corresponds to approximately seven ID PMT hits.

This is enough to be detected in SK. Observing neutrons has several benefits for SK

physics: The energy of neutrino interactions correlates with the number of neutrons

produced, the presence or absence of neutrons can be used to identify particle in-

teraction processes, and the average number of neutrons produced for neutrino and

anti-neutrino interactions of the same energy differs. This last consideration will be

discussed in relation to distinguishing between neutrino and anti-neutrino interactions

in Chapter 5.

The average neutron capture time on hydrogen is Ä = 204.8± 0.4 µs, so detecting

neutrons using the SK I-III electronics was not feasible. As described in Section 2.2.4,

the software trigger implemented for SK IV allowed variable event time windows

extending out to 535 µs after the trigger, enabling the detection of neutron captures

for the SK IV phase and later.

A dedicated neutron tagging algorithm was developed for SK IV based on a two

step process [75, 81]. First, clusters of hits were identified as possible candidates,

and these hits were fit to find a capture vertex. Next, the hits in the clusters and

the vertex were used to define variables which were input into a neural network. The

neural network classified the event as either a neutron capture or background based

on weighted combinations of each variable.

Beginning with SK V, the neutron tagging algorithm was modified to disregard
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the fitted neutron capture vertex1. The present algorithm uses a modified set of

variables calculated assuming the primary event vertex is the neutron capture vertex,

and uses a different neural network structure from the original SK IV algorithm. This

thesis will provide a summary of the SK IV approach and note the differences with

the SK V method.

Step 1: Candidate Selection

Neutron capture candidates are found using a sliding 10 ns residual time window,

where the residual times are calculated assuming the primary event vertex2. Candi-

date selection is based on the number of hits in, and around, the window:

• The number of hits in the 10 ns sliding window must be seven or more and less

than 50.

• The number of hits in a 200 ns window around the time of the first hit of the

candidate hit cluster must be less than 200

The first requirement bounds the expected hit count from a true neutron capture

to reduce spurious coincidences from both PMT noise and higher-energy radioactive

backgrounds or decay electrons. The second requirement ensures the neutron captures

are not coincident with, e.g., a muon passing through the detector. This candidate

selection also establishes a capture time, t0, taken to be the time of the first hit in

the candidate window.

For SK IV only, once the candidates are selected, three fits for the neutron capture

vertex were performed using the hits within the 10 ns window. The first fit, BONSAI

1Seungho Han, NTag software and analysis for SK-V. Super-Kamiokande Collaboration Meeting,

December 2, 2022
2This first step is the same for SK IV and SK V, except for the hit threshold, changed to five,

and time window, extended to 14 ns. The prompt vertex assumption follows from simulation studies

showing that 70% of neutron captures occur within 200 cm of the primary event vertex, so the

residual times are minimally affected by the assumption.
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[82], checks for vertices at points which produce near-zero residual times for subsets of

hit PMTs, then successively adds additional hits. Vertices which decline in goodness

as more hits are added are dropped from consideration. The second fit searches for a

vertex on a fixed grid within a sphere centered at the primary event vertex and with

a radius of 2m. The third fit is a re-application of the previous fit, but considers the

whole SK detector. The results of the fits are used as inputs in the next section.

Step 2: Neural Network Classification

Neural network classifiers add weighted combinations of information from an event,

and output a score reflecting the similarity of the event to pre-classified, “labeled”

events. The neural network weights are obtained through a training process. Training

consists of applying the neural network to labeled events, assessing the classification

decision as correct or incorrect, and adjusting the network weights based on the as-

sessment. For sufficiently realistic training data, the network will eventually optimize

the event information to make statistically accurate classification decisions.

In order for a neural network to classify neutron captures, it must be trained on

true neutron capture signals and realistic backgrounds. Simulated neutron captures

within a realistic description for the SK detector (see Section 4.3) are used as training

set for the neutron tagging neural network. However, not all true neutron captures will

make an observable signal within the SK detector. For training the neural network,

“true” neutron captures are defined as captures identified using the initial candidate

selection step, and have a t0 within 100 ns of the true capture time from simulation.

This requirement produces ∼ 1% fake events labeled as “true” and ∼ 0.1% true

events labeled as background in the simulated training data. The candidate selection

step also produces false positives, leading to a flat background which has no correlation

with true neutron captures. The distribution of differences between the calculated t0

and the nearest true simulated neutron capture is shown in Figure 3·9. A peak of
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Figure 3·9: Distribution of the time differences between the first hit in
a candidate residual time PMT hit cluster and the true neutron capture
time for simulated neutron captures. The capture is labeled as “true”
if the difference is less than 100 ns, i.e., events to the left of the dashed
line. The flat background, red line, is extended to the left of the 100 ns
line as an estimate of the background rate for this labeling process.
Reproduced from [81].

true neutron captures is visible below 100 ns. The flat background component can be

seen extending to large time differences. This component has been extrapolated into

the “true” region below 100 ns as an estimate of the background.

Once simulated true candidates and background events have been labeled, mea-

surable quantities of potential neutron captures which are statistically different for

true neutron captures and backgrounds must be chosen. The variables used and a

brief description for SK IV are listed in Table 3.1. Each variable’s inclusion in the

network is motivated by physical characteristics of neutron captures. For example,

radioactive backgrounds occur most frequently near the detector walls, due to con-

taminants present in the detector components. Therefore, backgrounds are more

likely to occur near a wall than true neutron captures. Additionally, PMT hits from
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Figure 3·10: Two example variable distributions used as input to the
neutron tagging neural network. Left: N10 distribution for simulated
signal and background events versus SK IV data. Signal events tend to
have higher N10 than background events, as can be seen from the green
histogram extending to higher values. Right: Isotropy parameter, ´3,
distribution for simulated signal and background events, versus SK IV
data. Signal events tend to have lower isotropy than background events,
as can be seen from the narrow distribution of signal events near 0. Both
figures are reproduced from [81]

.

true neutron captures tend to have narrow residual time distributions, small isotropy

(they are spatially clustered), and have high consistency with Cherenkov patterns.

Background events may be different in one or more of these areas. Two variables used

in both the SK IV and SK V selection, N10 and ´l for l = 3, are shown in Figure 3·10.

Distributions for the other variables may be found in [81].

For SK V, the following variables from Table 3.1 are kept: N10, N300, tRMS, ϕRMS,

´l, NFWall and Ltowall. The exact values of the window sizes for several variables, in

ns, were also adjusted. All other variables were removed. Two new variables were

also added: a data-driven likelihood of each hit originating from PMT dark noise,

and the ratio between the number of hit PMTs with a preceding hit within 10 µs to
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Variable Description

N10 The number of hits within a 10 ns residual time window

N300 The number of hits within a 300 ns time window

tRMS The RMS of the residual times of hits

min(tRMS)
The smallest RMS of residual time hits for combinations of three
hits within the 10 ns residual time window

∆N10
The difference of N10 using the primary event vertex and the re-
constructed neutron vertex

∆tRMS
The difference of tRMS using the primary event vertex and the
reconstructed vertex

¹Mean Average opening angle from the reconstructed vertex to hit PMTs

ϕRMS The RMS of the azimuthal angles of PMT hits

NC
The number of clustered hits found by merging hits in 14◦ cones
centered at the fitted vertex

PAccept.
Calculated probability of hits based on PMT geometrical accep-
tance for the fitted vertex.

LC Likelihood of hits originating from a single Cherenkov cone

´l
Isotropy of the hits viewed from the residual time fitted vertex (5
parameters)

NLow Number of hits on low-probability PMTs.

BSE Reconstructed energy from BONSAI fit

BSWall Distance from BONSAI vertex to the nearest wall

NFWall Distance from residual time fitted vertex to the nearest wall

(NF− AP)Dist.
Distance from the residual time fitted vertex to the apfit primary
vertex

(NF− BS)Dist. Distance from the residual time fitted vertex to the BONSAI vertex

Ltowall
Distance from the residual time fitted vertex to the wall in the
direction of the hits from the neutron capture

Table 3.1: Variables used in the SK IV neutron tagging neural network
selection. The variables are grouped into three qualitative categories:
hit counts & times, hit spatial distribution, and vertex information.
Table is adapted from [81].
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the total number of hit PMTs in the residual window, N10.

Figure 3·11 shows the performance of the neural network algorithm for identifying

neutrons in SK IV data. The neural network outputs a classification score based

on the degree of similarity between an event and trained signal and background

events. Cutoff scores for different values of the N10 variable were chosen to accept or

reject neutron capture candidates based on the estimated contamination rate of false

neutron captures. For neutron capture candidates with N10 g 7, the chosen cutoff

values corresponds to an average false tagging rate of 0.016 neutrons per event, and

an efficiency of selecting true neutron captures of 26%.
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Figure 3·11: Neural network performance in SK IV for neutron can-
didates with N10 g 7. The green histogram shows the distribution of
neural network scores for simulated “true” neutron captures (see text),
while the red line shows the distribution for all simulated candidates.
The black points show the neural network score distribution for neutron
capture candidates following neutrino interactions in SK IV data. The
vertical line represents the cutoff value on the neural network output
for accepting neutron candidates. Reproduced from [81].

.
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Chapter 4

Simulation of Atmospheric Neutrinos

Extracting neutrino oscillation parameters from SK atmospheric neutrino data re-

quires a robust prediction of atmospheric neutrino interactions at SK. Due to the

complexities of the atmospheric neutrino flux, neutrino cross sections, and detector

effects, an analytic prediction is not feasible. Instead, simulated neutrino interactions

drive the prediction.

Simulated neutrino interactions are generated by first assigning each neutrino a

direction, energy, and flavor based on the predicted flux of atmospheric neutrinos.

The particles produced from the possible interaction processes involving a neutrino

of a particular energy are then generated according to a set of cross section mod-

els. These secondary particles are stepped through a realistic simulation of the SK

detector to produce simulated events. Simulated events are reconstructed with the

same algorithms as data events, so that properties of the simulation and data may

be compared directly.

The analysis in this thesis uses the flux model of Honda et al. [83], and the

cross section models of the neut [84] version 5.4.0 neutrino interaction generator.

Propagation of particles within the SK detector is performed using the skdetsim

program, developed internally by the SK collaboration.
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4.1 Atmospheric Neutrino Flux Calculation

The first step of simulating atmospheric neutrinos is to estimate the energy- and

direction-dependent atmospheric neutrino flux observed at SK. The necessary com-

ponents of the atmospheric neutrino flux calculation are explained in detail in [85].

Calculating the atmospheric neutrino flux begins with measurements of the primary

cosmic ray flux. Cosmic rays with energies relevant for atmospheric neutrinos are

measured directly at heights of ∼ 30 km by balloon experiments [86], or at even

higher altitudes, ≳ 100 km, by experiments on spacecraft [87]. These measurements

are performed at multiple sites around the world and during different seasons to

capture the variations due to atmospheric conditions.

Next, the primary cosmic ray flux measurements are convolved with models of

proton-nuclei interactions to generate the number and energy distributions of sec-

ondary hadrons. The primary hadrons relevant to neutrino production are pions

and kaons. While pions nearly always decay into muon neutrinos, kaons decay into

different neutrino flavor combinations, e.g., listed with branching ratios,

K0
L → Ã± + e∓ + ¿e (41%) (4.1)

K0
L → Ã± + µ∓ + ¿µ (27%) (4.2)

There are more secondary pions than kaons produced per primary cosmic ray inter-

action, but at high energies, pions tend to interact before decaying, increasing the

contribution to the neutrino flux from kaons. Further, high-energy muons from pion

and kaon decays tend to reach the Earth’s surface before decaying, leaving kaons as

the primary source of electron neutrinos at the highest energies. These effects result

in an increase of the muon-to-electron neutrino flavor ratio, discussed in Section 1.5.3,

from about 2 : 1 below a few GeV to 4 : 1 to near 10GeV. The dependence of the

flavor ratio as a function of neutrino energy is visualized in Figure 4·1.
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Figure 4·1: Atmospheric neutrino fluxes for different neutrino fla-
vors. Left: 1D Atmospheric neutrino fluxes calculated for the Kamioka
site. Right: 1D atmospheric neutrino flavor ratios calculated for the
Kamioka site. Both figures are adapted from [83].

The most precise inputs for the hadron production models come from experiments

which accelerate protons on to fixed targets [88]. However, these experiments do not

cover the entire phase-space of incident proton energies and outgoing hadron kine-

matics required to fully predict the atmospheric neutrino flux. Instead, measurements

of secondary cosmic muons are used as an estimate for the hadron production model

inputs where no direct measurements are available.

4.1.1 Corrections to the Atmospheric Neutrino Flux

The atmospheric neutrino flux calculation has time-varying and anisotropic correc-

tions due to additional effects. These effects mean that the flux must be calculated in

“4D”: as a function of neutrino energy, zenith angle, azimuth angle, and for different

time conditions. The fluxes provided by Honda et al. are also calculated using the

terrain profiles of different detector sites, e.g., for SK underneath Mt. Ikenoyama, to

reflect the mediation of the cosmic ray flux based on the shape of the overburden.
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Because primary cosmic rays are positively charged, the Earth’s magnetic field

preferentially deflects cosmic rays in an anisotropic way. The deflection additionally

implies that cosmic rays below certain energies cannot enter the atmosphere and in-

teract, since they would have had to travel on nonphysical trajectories to enter the

atmosphere. This is known as the East-West Effect [89], and produces an azimuthal

dependence in the atmospheric neutrino flux. The East-West effect results in a deficit

of neutrinos arriving from the eastern direction. This is accounted for in the atmo-

spheric neutrino flux calculation by computing the negative-time trajectories of each

primary cosmic ray in the presence of the Earth’s magnetic field. If the trajectory

intersects the Earth in the past, i.e., the cosmic ray was not of astrophysical origin,

the ray is rejected.

Cosmic rays entering Earth’s atmosphere also must pass through the solar wind,

the magnetized plasma emitted by the Sun. The solar wind prevents low-energy,

∼ 1GeV, cosmic rays from entering into the solar system, while higher-energy cosmic

rays enter diffusely as they lose energy [90]. During periods of high solar activity, or

solar maximum, the turbulence of the solar wind suppresses the lower-energy cosmic

rays. On the other hand, during periods of solar minimum, more of these lower-energy

cosmic rays can pass into the solar system. The solar wind has modulations due to

solar activity every 11 years, and therefore produces differences in the atmospheric

neutrino flux during SK data taking. The solar modulation effect can change the flux

of the lowest-energy neutrinos used in the present analysis by up to 10%. The size

of this effect decreases rapidly with increasing neutrino energy.

The atmospheric neutrino fluxes used for simulating events in this analysis are

calculated for three levels of solar activity: minimum, maximum, and “middle.” The

simulated neutrino events are generated assuming the flux of primary cosmic rays at

solar middle, then re-weighted by the fraction of live time spent in solar minimum
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Figure 4·2: Neutron monitor counts during the SK I-V data-taking
phases. The neutron monitor data is from [92]. Each SK phase is
indicated by a filled grey region. The solar minimum and maximum
fractions for each SK phase are calculated as the neutron count ratio
during periods of solar minimum and maximum activity. The calculated
fractions are tabulated in Table 4.1.

and solar maximum conditions. These fractions are calculated using counts from a

neutron monitor [91], which counts the number of cosmic neutrons as a proxy for the

number of primary cosmic rays. The fractions are formed by linearly extrapolating the

average neutron monitor counts over the each SK phase between the counts during the

nearest solar minimum and solar maximum, as defined by the nearest local minimum

and maximum sunspot number. The neutron monitor data from [92] and sunspot

numbers are visualized in Figure 4·2. Table 4.1 lists the computed maximum and

minimum fractions used for the flux re-weighting.

4.2 Neutrino Interaction Models

Neutrino interactions can be broadly categorized based on the final state particles

produced. The relevant processes for the analysis presented in this thesis are quasi-

elastic, single pion production, and deep inelastic scattering (DIS). neut implements

several models which predict the interaction cross sections and the kinematics of the
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Phase
Solar Activity (%)

Min. Max.

SK I 70 30

SK II 30 70

SK III 100 0

SK IV 44 56

SK V 94 6

Table 4.1: Solar minimum and maximum fractions used for the simu-
lation of atmospheric neutrinos in each phase of SK data taking in this
analysis.

outgoing particles in each process.

At atmospheric and beam neutrino energies, neutrinos primarily interact with

the protons and neutrons (nucleons) bound within nuclei. For interactions in water,

relevant for SK physics, neutrino interactions are separately modeled for interactions

with the hydrogen nuclei, nearly free of nuclear effects, and the bound nucleons within

the oxygen nucleus.

4.2.1 Quasi-elastic

Quasi-elastic processes are the primary interaction process for neutrinos with energies

between ∼ 100MeV − 1GeV. Quasi-elastic processes in nuclei involve a neutrino

interacting with a nucleon to produce an outgoing particle and ejected nucleons, and

can be charged current (CC) or neutral current (NC), e.g.,

(CC): ¿l + n → p+ l− (4.3)

(CC): ¿̄l + p → n+ l+ (4.4)

(NC): ¿l + p, n → ¿l + p, n (4.5)

(NC): ¿̄l + p, n → ¿̄l + p, n (4.6)
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These interactions are quasi -elastic because there is only one outgoing lepton which

carries away a majority of the momentum compared to the ejected nucleon, and

the nucleus has a negligible recoil. A Feynman diagram of the most relevant quasi-

elastic process for this analysis, charged current quasi-elastic (CCQE), is shown in

Figure 4·3. The figure depicts a neutrino interacting with one of the valence down

quarks in a neutron, converting it to an up-quark, and producing an outgoing lepton.

Quasi-elastic processes are further categorized into one-particle one-hole (1p1h) and

two-particle two-hole (2p2h) processes, referring to the number of nucleons ejected

from the nucleus. Illustrations of the 1p1h and 2p2h processes are shown in Figure 4·4.

νl l
−

d u
u u

d d

W
+

n p

Figure 4·3: A Feynman diagram for the CCQE process. The neutrino
with lepton flavor l interacts with a quark inside a nucleon, changing
its flavor. An outgoing lepton is produced, and the nucleon remains
in-tact after the interaction.

1p1h

The 1p1h interaction refers to both the CC and NC variants of the quasi-elastic

process involving a neutrino interaction freeing a single nucleon. Because the ejected

nucleon is often invisible, e.g., below Cherenkov threshold, or electrically-neutral if it

is a neutron, the double-differential cross section in outgoing lepton energy and angle
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Figure 4·4: Drawings of 1p1h and 2p2h processes. Left: An example
1p1h process in a nucleus, in which a muon neutrino converts a neutron
into a proton and ejects it from the nucleus. Right: An example 2p2h
process, in which a muon neutrino interacts with a neutron in a strongly
correlated nucleon pair, ejecting both nucleons from the nucleus.

is used:

d2Ã

dELepd cos ¹Lep
=

|⃗kLep|

|⃗kν |

G2

4Ã2
LµσW

µσ (4.7)

where ¹Lep is the angle of the outgoing lepton in the lab frame, ELep is the lepton

energy, k⃗ are the four momenta of the particles in the lab frame. The final two terms,

Lµσ and W µσ, are the leptonic and hadronic tensors which encode the relativistic

kinematics of the process. The leptonic tensor is calculated as

Lµσ = kLep,µkν,σ + kLep,σkν,µ − gµσ (kν · kLep)∓ iϵµσαβk
α
Lepk

β
ν (4.8)

where ϵijkl is the Levi-Civita tensor, and gµσ is the Minkowski metric. The sign for the

final term is negative for neutrinos and positive for anti-neutrinos. The exchange of

theW or Z boson, and the momentum transfer to the recoiling hadronic system is then

encapsulated in the hadronic tensor. The hadronic tensor is not easily computed; it

is typically an effective function of nucleon masses, nuclear effects, quark distribution
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functions, and various corrections.

The authors of [93] calculate the hadronic tensor of Equation 4.7 for the quasi-

elastic process. In the calculation, the key contribution comes from the combination of

vector and axial-vector current terms, V α−Aα, characteristic of the weak interaction,

V α = 2 cos ¹C

[

F V
1 (q2)µα + iÃαβqβ

F V
2 (q2)

2M

]

(4.9)

Aα = cos ¹CGA(q
2)

[

µαµ5 + qαµ5
2M

m2
π − q2

]

(4.10)

where ¹C is the Cabibbo angle from quark mixing, µ are the Dirac gamma matrices,

M is the nucleon mass, mπ is the pion mass, and q is the four-momentum transfer,

k⃗ν − k⃗Lep. Equation 4.9 contains three form factors, F V
1 , F V

2 and GA. Of these, F V
1

and F V
2 are measured via electron-nucleon scattering experiments, and are considered

well-constrained. However, the GA form factor is only present for neutrino-nucleus

scattering, making external measurements difficult. GA has an assumed dipole form:

GA(q
2) = gA

(

1−
q2

MQE 2
A

)−2

, (4.11)

where the proportionality, gA ≡ GA(q
2 = 0), is measured precisely to be ∼ 1.27 from

beta decay [94]. Equation 4.11 contains a parameter, the axial mass, MQE
A , which is

considered experimentally uncertain. Measured values of MQE
A differ by as much as

∼ 25% [95]. In addition to modifying the q2 dependence of the quasi-elastic cross

section, larger values of MQE
A increase the total cross section while smaller values

decrease the total cross section.

For interactions with nucleons bound within a nucleus, inter-nuclear effects can

modify the momentum of a nucleon within a nucleus, as well as the energy required to

free it, known as the nucleon removal energy. An example of one such nuclear effect

is Fermi Motion, referring to the non-zero momentum of each nucleon within the
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nucleus. This, and other effects, change the total phase-space available for neutrino

interactions to produce outgoing particles with particular kinematics. As a result,

the description of the nucleons bound within a nucleus affects the interaction cross

section.

There is currently no one universally accepted model for bound nucleon momen-

tum distributions and nucleon removal energies. neut implements several models,

but for this thesis, two are relevant: relativistic Fermi gas (RFG) and local Fermi

gas (LFG). The RFG treatment in neut follows the LLewellyn-Smith formalism [96],

and assumes a single nucleon momentum distribution and nucleon removal energy for

all nucleons in the nucleus. Nucleons in the RFG model occupy momentum states

up to the Fermi Momentum of the nucleus, pF , adhering to the Pauli exclusion prin-

ciple. The LFG model implements the momentum distributions of the RFG model,

but postulates radially-dependent pF and nucleon removal energies. The LFG model

tends to predict broader distributions of outgoing lepton energies and angles than

the RFG model. The differences between the RFG and LFG models will be further

discussed in Section 6.3.3.

neut implements the random phase approximation (RPA) correction, an addi-

tional effect for 1p1h process due to weak-charge screening effects from other nucleons

within the nucleus [97]. In neut, RPA corrections are pre-tabulated as a function

of the four-momentum transfer, q2, and can be applied to both RFG and LFG cross

sections. In general, the RPA correction decreases the cross section at smaller values

of q2. RPA corrections are not applicable to neutrino interactions with free nucleons.

For the analysis presented in this thesis, simulated bound 1p1h interactions use

the default neut 5.4.0 configuration, including the “BBBA05” [98] vector form factor

parametrization and the LFG model with RPA corrections based on the Valencia

model [99]. The axial mass is also set to the neut 5.4.0 default value, MQE
A =
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1.05GeV/c2.

2p2h

2p2h, and, more broadly, multi-nucleon interactions, involve a neutrino interacting

with a strongly-correlated nucleon pair, such that more than one nucleon is freed from

the nucleus. The 2p2h contribution to quasi-elastic processes has been estimated to

be as high as 20% [99], although no direct measurements are available for a water

target. Models of 2p2h-like interactions include nucleon-nucleon correlations and

meson exchange currents (MECs). Nucleon-nucleon correlations refer to short-range

strong and electromagnetic forces between the quarks in the nucleons, while MEC

refers the longer-range forces due to multi-quark (meson) exchange. The kinematics

of the outgoing particle can differ between the different 2p2h mechanisms: MEC-

like 2p2h often results in a ∆ baryon resonance excitation of one of the nucleons,

without decay to a pion. Thus, the cross section for 2p2h is thought to be higher for

momentum transfers q near the ∆ baryon mass. The implications of this effect on

the analysis presented in this thesis is mentioned in Section 6.3.5.

In SK, 1p1h and 2p2h have identical experimental final states, since the ejected

nucleons are not observed, leaving the outgoing lepton (if CC) as the only visible par-

ticle. Since 1p1h and 2p2h processes have different distributions of lepton kinematics,

a realistic neutrino interaction simulation needs to separately account for the 2p2h

contribution.

The analysis presented in this thesis uses the neut 5.4.0 default implementation

of 2p2h cross sections based on the Valencia model [99]. This model is an extension

of the 1p1h model from the previous section, but includes multi-nucleon potentials in

the hadronic tensor calculation. The model also applies RPA corrections to the 2p2h

cross section.
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4.2.2 Single Pion Production

Processes producing a lepton, recoiling nucleus, and single pion in the final state

constitute a significant portion of the total neutrino cross section at intermediate

energies, ∼1GeV to 3GeV. This energy range is especially relevant for atmospheric

and beam neutrinos. There are two main mechanisms for single pion production,

resonant and coherent.

Resonant Pion Production

Resonant pion production refers to single pion production from the decays of excited

baryon resonances. Resonant pion production is estimated to account for ≳ 90% of

the single pion production process. The resonant pion production processes include

CC channels,

¿l + p → l− + p+ Ã+, ¿̄l + p → l+ + p+ Ã− (4.12)

¿l + n → l− + n+ Ã+, ¿̄l + n → l+ + n+ Ã− (4.13)

¿l + n → l− + p+ Ã0, ¿̄l + p → l+ + n+ Ã0 (4.14)

and NC channels,

¿l + p → ¿l + p+ Ã0, ¿̄l + p → ¿̄l + p+ Ã0 (4.15)

¿l + p → ¿l + n+ Ã+, ¿̄l + p → ¿̄l + n+ Ã+ (4.16)

¿l + n → ¿l + p+ Ã−, ¿̄l + n → ¿̄l + p+ Ã− (4.17)

¿l + n → ¿l + n+ Ã0, ¿̄l + n → ¿̄l + n+ Ã0 (4.18)

A Feynman diagram for an example CC resonant pion production process is shown

in Figure 4·5.

To calculate the resonant pion production cross section, one needs to add the

102



νl l
−

d u
u u
u u

∆++

d
u
u

u

d̄

W
+

p p

π
+

Figure 4·5: A Feynman diagram for a resonant pion production pro-
cess. A neutrino with lepton flavor l interacts with a nucleus, changing
the flavor of one of the quarks. A ∆++ baryon is temporarily created
in an excited state, which then radiates a gluon, producing a proton
and pion.

contributions from each baryon resonance that produces the desired final state. The

largest contribution to these resonances at few-GeV energies is the ∆(1232), which is

the lowest-mass resonance above the pion production threshold. However, there are

18 such resonances below 2GeV. neut simulates resonant single pion processes in

two steps. In the first step, neut calculates the cross section for producing a baryon

resonance, accounting for interference between the multiple possible resonance states

up to q < 2GeV. In the second step, neut computes decays of the excited baryon

into pions, considering branching fractions and the kinematic dependence on angular

momentum of the parent baryon state.

neut uses the Rein-Sehgal model [100] for resonant pion production. As in the

case of quasi-elastic cross sections, the resonant pion production cross sections con-

tains an axial form factor,

C5
A(q

2) = C5
A(0)

(

1−
q2

MRes 2
A

)−2

(4.19)

In Equation 4.19, both the resonant pion production axial mass, MRes
A , and the coeffi-
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cient, C5
A(0) (simply referred to as C5

A), are considered unconstrained by experiments.

Resonant single pion production also produces identical final states as some non-

resonant channels, e.g., excited protons and neutrons. The authors of [100] note that

a contribution from these isospin-1/2 states, added incoherently, is both theoretically

motivated and better describes data. The size of this contribution is a free parameter

in neut, referred to as the isospin-1/2 background, I 1

2

.

Resonant single pion processes are simulated for the present analysis using the

Rein-Sehgal [100] model, which is the default model in neut 5.4.0. The value of the

axial mass for resonant single pion production, MRes
A , is set to 0.95GeV/c2, the C5

A

form factor coefficient is set to 1.01, and the isospin-1/2 background scaling parame-

ter, I 1

2

, is set to 1.3.

Coherent Pion Production

Coherent pion production refers to neutrino interactions with the whole nucleus in-

stead of a nucleon. The cross section for this process is much smaller than for resonant

production, but cannot be distinguished from resonant pion production at SK. Be-

cause coherent pion production only occurs at low q2, the nuclear recoil is small, such

that the outgoing pion is forward-scattered.

Coherent single pion processes are simulated for this analysis using two different

models in neut. Below 10GeV, the Berger-Sehgal model [101] is used, while above

10GeV, the Rein-Sehgal [100] model is used. The main difference between the models

is the inclusion of non-zero lepton mass in the Berger-Sehgal calculation. The use of

the two models was newly introduced as the default configuration for neut 5.4.0 to

reflect recent scattering experiment data [102].
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4.2.3 Deep Inelastic Scattering

Deep inelastic scattering (DIS) becomes the dominant interaction process for neutri-

nos with energies ≳ 5GeV. DIS interactions are characterized by a neutrino interact-

ing with a quark directly, breaking apart the nucleon, and creating multiple hadrons

in the final state. In neut, an interaction which produces two or more hadrons in the

final state is considered to be DIS. DIS is especially relevant for atmospheric neutrinos,

as a large fraction of the atmospheric neutrino flux extends into the DIS-dominated

energy region.

Due to the potentially high multiplicity of outgoing particles, the DIS cross section

is most conveniently calculated in terms of the Bjorken scattering variables x and y.

Here, x represents the fraction of the initial nucleon momentum carried by the struck

quark, and y represents the fraction of momentum transferred from the neutrino to

the hadronic system. Higher values of x correspond to more elastic-like collisions, and

higher values of y imply more energy available for the hadronic system. Following

[103], the double-differential CC DIS cross section in terms of x and y is

d2Ã

dxdy
=

G2
FME

Ã

{(

1− y +
y2

2
+ C1

)

F2(x)∓
[

y
(

1−
y

2

)

+ C2

]

xF3(x)

}

(4.20)

C1 =
m2

4E2
−

M

2E
xy +

m2y

4MEx
−

m2

2MEx

C2 = −
m2

4MEx

where M is the nucleon mass, m is the outgoing lepton mass, E is the neutrino

energy, and F2 and F3 are parton distribution functions. The sign of Equation 4.20 is

negative for neutrinos and positive for anti-neutrinos. The sign difference implies that

neutrino and anti-neutrino interactions will produce differing amounts of hadrons for

the same incident neutrino energy. This will be discussed later in Section 5.1.

neut simulates DIS events based on the calculated invariant mass of the hadronic
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system, W . For W < 2GeV/c2, neut uses a custom multi-pion production model

tuned to hadron multiplicities measured from bubble chamber data [104, 105]. For

W > 2GeV/c2, PYTHIA v5.72 [106] is used. PYTHIA implements its own hadron

multiplicity models, which sometimes result in single pion production. To avoid

overlap with the single pion production cross sections separately computed by neut,

these are discarded.

The analysis presented in this thesis uses the default DIS model of neut. This

includes GRV98 parton distribution functions (PDFs) [107] with corrections in the

low-q2 region from Bodek and Yang [108].

4.2.4 Final State Interactions

Final state interactions (FSIs) refer to nuclear effects that modify the outgoing

hadrons produced in neutrino interactions. In neut, four such processes are con-

sidered,

• Scattering: A hadron produced in an interaction scatters, changing its momen-

tum and direction.

• Absorption: A hadron produced in an interaction is absorbed before being

detected.

• Production: An additional hadron is produced through inelastic interactions

with other nucleons.

• Charge exchange: A hadron interaction results in the conversion of a hadron to

one with a different charge, e.g. Ã+ + n → Ã0 + p.

A related class of effects are secondary interactions (SIs), which refer to the same FSI

processes occurring in the detector medium instead of within a nucleus.
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Figure 4·6: Comparison of neut predicted Ã+ − C cross sections for
the absorption (ABS) and charge exchange (CX) FSI processes to those
measured by the DUET pion scattering experiment. Figure is adapted
from [110].

FSI and SI processes are implemented in a statistical way in neut. For FSI,

each pion is stepped through the nuclear medium according to estimates of the mean

free path. At each step, the pion may randomly undergo one of the FSI processes.

neut has six parameters which scale the probabilities of each FSI process: The

charge exchange and scattering without additional hadron production processes have

separate scale parameters for pions with momentum above and below 500MeV/c.

These parameters are tuned to pion scattering data, see Figure 4·6, [109]. The values

of the parameters used for simulated interactions in this thesis are listed in Table 4.2.

The total cross sections as a function of incident neutrino energy, calculated with

neut 5.4.0, for the processes described in this section are shown in Figure 4·7 for

electron neutrinos. The cross sections for muon and tau-flavored neutrinos behave

similarly, except for the different threshold energies for CC interactions.
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FSI Process neut Name Value

Elastic scattering, pπ < 500MeV/c FEFQE 1.069

Elastic scattering, pπ > 500MeV/c FEFQEH 1.824

Charge exchange, pπ < 500MeV/c FEFCX 0.697

Charge exchange, pπ > 500MeV/c FEFCXH 1.800

Absorption FEFABS 1.404

Production FEFINEL 1.002

Table 4.2: Probability scaling factors applied to the neut FSI pro-
cesses used in the simulation of atmospheric neutrino interactions. The
values are the default values of neut 5.4.0.

4.3 Detector Simulation

Neutrino interactions simulated by neut ultimately produce lists of final state parti-

cles and their momenta. To be compared with SK data, these particles still need to

be simulated within the SK detector. This is accomplished with the skdetsim pro-

gram, based on GEANT3 software [111]. skdetsim is responsible for simulating particle

traversal through the SK water and the detection of photons by SK hardware.

Particles produced in neutrino interactions must propagate in the detector water,

where they can be affected by SIs. skdetsim uses a combination of hadronic interac-

tion models to simulate SIs: For hadrons with momenta below 500MeV/c, skdetsim

uses the interaction simulation from the neut FSI model (see Section 4.2.4). Above

500MeV/c, skdetsim uses the GEANT3 library GCALOR [112].

skdetsim simulates Cherenkov radiation emission for charged particles using a

combination of GEANT models with additional custom features. Among these are

the Rayleigh and Mie scattering components of the water transparency model (see

Section 2.3.3). skdetsim also implements an additional “top-bottom asymmetry”

parameter which corrects for differences in the water quality at the bottom versus

top of the SK tank.
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Figure 4·7: Total electron neutrino cross sections divided by neutrino
energy, versus neutrino energy, for a water target. The cross sections are
calculated with neut 5.4.0. The different lines show the contribution to
the total cross section for each interaction mode. “CC Other” refers to
single, non-pion hadron production. Left: Cross sections for neutrinos.
Right: Cross sections for anti-neutrinos, including the anti-neutrino
CC contribution with free protons in water. The line colors match the
labels in the left plot.

Cherenkov photons are propagated by skdetsim within an approximate geom-

etry of the SK tank. skdetsim also contains tuning parameters which adjust the

effective reflectivity of Tyvek (see Section 2.2). For photons reaching SK PMTs,

skdetsim implements a data-driven model of PMT responses and dark noise. The

PMT response model in skdetsim considers the incident angle and wavelength of

incident photons, and the relative quantum efficiency of each PMT. Each photon

which reaches the PMT photocathode may additionally reflect, absorb, or transmit

through the photocathode without producing a photoelectron. An overall quantum

efficiency correction, COREPMT, is applied to all PMTs. COREPMT is determined from

studies of through-going cosmic ray muons for analyses using neutrinos with energies

> 100MeV. Additional details on the detector simulation, and details relevant to

analyses with neutrino energies < 100MeV, may be found in [113].

For the analysis presented in this thesis, 500 years of atmospheric neutrino events
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Figure 4·8: True neutrino energy distributions of simulated atmo-
spheric neutrino MC events by interaction mode. “CC Other” refers to
single, non-pion hadron production. Distributions are shown for Left:
FC events, Center: PC events, and Right: Up-µ events.

are simulated according to the detector conditions in each phase of SK data taking.

By using Monte Carlo (MC) events from each phase, the MC accounts for the average

detector conditions, e.g., the number of failed PMTs and average PMT gains. The

true neutrino energy distributions for the SK IV atmospheric neutrino MC events are

shown in Figure 4·8. The distributions are separated by true interaction process to

show the energy dependence of the interaction cross sections. The panels in the figure

correspond to the distribution for events selected as FC, PC and Up-µ.
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Chapter 5

Atmospheric Neutrino Oscillation

Analysis

This chapter describes the analysis procedure to determine neutrino oscillation pa-

rameters from SK atmospheric neutrino data. Neutrino events identified in the SK

data by the procedure in Section 3.1, and simulated MC neutrino events, are sepa-

rated by reconstruction information into sub-samples which are sensitive to different

oscillation effects. Neutrino oscillations are then applied to the MC events to produce

a prediction for the data. In addition to oscillation parameters, systematic uncertain-

ties on the flux and cross section models, and on reconstruction efficiency, vary the

MC prediction. Oscillation parameters are measured by quantifying the degree of

data-MC agreement for a set of oscillation parameters, after accounting for variations

in systematic uncertainties.

SK has performed several atmospheric neutrino oscillation analyses in the past

[38, 114, 115]; the analysis presented here is a continuation of these analyses utilizing

new data and new techniques. The major updates for this analysis are the inclusion of

data from an expanded fiducial volume, neutron tagging information used in the event

selection, a Multi-Ring classification scheme using a boosted decision tree (BDT), and

the inclusion of SK V data.
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5.1 Neutrino Sample Selection

As discussed in Chapter 1, the most relevant parameters for atmospheric neutrinos

oscillations are θ23, |∆m2
32,31|, θ13, δCP, and the neutrino mass ordering. Of these,

atmospheric neutrinos are uniquely sensitive to the neutrino mass ordering through

matter effects, resulting in an excess of either upward-going νe or ν̄e events with several

GeV of energy. Consequently, identifying these events within all the atmospheric

neutrino candidates is a major first step for the analysis. At the same time, other types

of atmospheric neutrinos which are not as sensitive to the neutrino mass ordering

constrain other oscillation parameters and systematic uncertainties. As described in

Chapter 3 atmospheric neutrino candidates are classified as either FC, PC, or Up-

µ. For this oscillation analysis, these neutrino candidates are further separated into

different sub-samples based on their likely flavors and energies.

Atmospheric neutrino events with large uncertainties on reconstructed quantities

do not provide useful oscillation information, and tend to introduce backgrounds. For

this reason, FC, PC, and Up-µ neutrino candidates are subject to additional quality

cuts. These cuts, and later selections, use the reconstructed visible energy, EVis,

defined as the sum of the reconstructed momenta from all reconstructed rings in an

event assuming the ring was produced by an electron. The cuts are:

� (FC): EVis must be greater than 30MeV, the number of OD hits must be less

than 16 (10 for SK I), and the reconstructed vertex must be greater than 100 cm

from the detector walls.

� (PC): The ID charge must be greater than 3000 photoelectrons (1500 photo-

electrons for SK II), the number of OD hits must be less than 16 (10 for SK I),

and the reconstructed vertex must be greater than 200 cm from the detector

walls.
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� (Up-µ Stopping): The reconstructed muon momentum pµ must be greater than

1.6GeV/c.

� (Up-µ Through-going): The fitted track length must be greater than 700 cm.

These cuts suppress any remaining low-energy events, entering cosmic muon back-

grounds, and events with poor reconstructed fit information.

5.1.1 FC Samples

0 decay e Sub-GeV e-like, 0 d.e.
1+ decay e Sub-GeV e-like, 1 d.e.
Pass 0 Likelihood Sub-GeV Single-Ring 0-like

0 decay e Sub-GeV -like, 0 d.e.
1 decay e Sub-GeV -like, 1 d.e.
2+ decay e Sub-GeV -like, 2 d.e.

Both e-like, in 0 mass range Sub-GeV Two-Ring 0-like

Leading ring has p > 600 MeV/c Multi-Ring -like

0 decay e Multi-GeV e-like
1+ decay e Multi-GeV e-like

Multi-GeV -like

Highest BDT score is e Multi-Ring e-like
Highest BDT score is e Multi-Ring e-like
Highest BDT score is Multi-Ring -like

Multi-Ring Other

Fully Contained 

Sub-GeV 

Single Ring
(SK I-III) 

e-like 

-like 

Multi Ring 
e-like 

-like 

Multi-GeV 

Single Ring
(SK I-III) 

e-like 

-like 

Multi Ring 
Pass BDT 

Fail BDT 

EVis

Number
of Rings

PID

Figure 5·1: Overview of FC event selection. For this analysis, sub-
GeV and multi-GeV single ring events from the SK IV-V phases are
separated out into additional samples. Note that the Multi-Ring µ-
like sample contains both sub-GeV and multi-GeV events. Figure is
inspired by Figure 7.1 from [116].

FC events are divided into 14 sub-samples for SK I-III, and 16 sub-samples for

SK IV-V. The sub-samples are based on EVis, the number of rings, PID information,

and the numbers of decay electrons and neutrons. Figure 5·1 shows an overview of

the FC sub-sample selection. The first step categorizes FC events as either sub-GeV
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or multi-GeV using EVis, either below or above 1330MeV1. Then, sub-GeV and

multi-GeV events are separated further based on the number of rings, either single

or multiple, and into likely e- and µ-like samples.

This analysis uses the numbers of decay electrons and neutrons to enhance the

purity of neutrinos and anti-neutrinos in the FC sub-samples. Because decay electrons

are more likely to be observed with positively-charged muons, the following neutrino

and anti-neutrino interactions can be statistically separated based on the number of

decay electrons,

νµ + n → µ− + p, ν̄µ + p → µ+ + n(→ e) (5.1)

νl + p → l− + p+ π+(→ e), ν̄l + p → l+ + p+ π− (5.2)

νl + n → l− + n+ π+(→ e), ν̄l + n → l+ + n+ π− (5.3)

and similarly, the number of neutrons produced can help separate neutrinos from

anti-neutrinos: At low energies, the CCQE interaction produces free neutrons for

anti-neutrino events but not for neutrino events,

νl + n → l− + p, ν̄l + p → l+ + n (5.4)

and at high energies, anti-neutrino interactions are also more likely to produce mul-

tiple neutrons than neutrinos due to the structure of the DIS cross section, discussed

in Section 4.2.3.

Since neutron tagging was not possible until the SK IV phase, the event selection

for neutrinos observed during the SK I-III phases only uses the number of decay

electrons. Section 5.1.1 and Section 5.1.1 will discuss the event selection without

neutron tagging, then Section 5.1.1 will discuss the incorporation of tagged neutron

1The division at 1330MeV has historical origins in SK analyses searching for proton decay, where

the expected signal is EVis∼ mp ≈ 931MeV, and atmospheric neutrinos are the main background.
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information for the event selection used for data collected during the SK IV-V phases.

Sub-GeV Samples

Sub-GeV events are more numerous than multi-GeV events due to the exponentially-

falling flux of atmospheric neutrinos with neutrino energy. However, sub-GeV events

also have worse direction and energy resolution compared to multi-GeV events, result-

ing in smeared oscillation effects. To remove poorly-reconstructed events, sub-GeV

events must also pass a minimum momentum cut based on the PID classification of

the most energetic ring:

� (e-like): pe > 100MeV

� (µ-like): pµ > 200MeV

Sub-GeV events which pass the minimum momentum requirements are classified by

the number of rings and PID information. For sub-GeV events with a single e-like ring,

three sub-samples are defined. Two samples are formed based on the number of decay

electrons, one or more. A third sample was introduced to separate NC interactions

where a π0 is produced, but only one of the rings from its decay is reconstructed. Sub-

GeV single-ring e-like events are passed through a dedicated fitter which forces two

e-like rings to be reconstructed. If the dedicated fitter result better agrees with the

observed light pattern than the original single-ring hypothesis, the event is categorized

as single-ring π0-like.

Sub-GeV events with a single µ-like ring are separated based on the number of

decay electrons. There are separate categories for zero, one, and two or more decay

electrons. CCQE interactions are expected to produce up to a single decay electron,

so the zero and one decay electron categories are purer in true CCQE interactions.

Events with two decay electrons are separated from the CCQE-enhanced samples
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since these likely result from additional pions produced below Cherenkov threshold,

leading to a larger reconstructed momentum bias than for CCQE interactions.

Sub-GeV events with multiple rings are only included in two instances: First,

if there are exactly two e-like rings, and the reconstructed momentum is consistent

with the π0 mass, the event is classified as two-ring π0-like. Next, if there are multiple

rings, and the most energetic ring is µ-like, the event is only kept if the reconstructed

momentum is > 600MeV/c, and it is classified as multi-ring µ-like. Other sub-GeV

multi-ring events are not used in this analysis, as the neutrino flavor determination

is typically less reliable, adding minimal sensitivity to oscillation effects.

Multi-GeV Samples

Multi-GeV events with a single e-like ring are separated into sub-samples with zero

and one or more decay electrons corresponding to ν̄e-like and νe-like, respectively. No

decay electron separation is performed for multi-GeV single-ring µ-like events.

In previous analyses, multi-GeV events with multiple rings were classified accord-

ing to a likelihood-based selection. The likelihood of an event being e-like or µ-like

was computed as the likelihood ratio for four reconstruction input variables,

L =
4

∑

i

log

[

ΓS
i (xi)

ΓB
i (xi)

]

(5.5)

where i indexes each variable, xi is the observed value of the variable, and ΓS,B
i

is the MC distribution of each variable using true signal and background events,

respectively. Here, the signal is defined as true νe and ν̄e CC events, while other

events are considered to be background. The four variables used in the likelihood

calculation were: the number of decay electrons, the distance of the furthest decay

electron from the primary event vertex, LDecay e
2, the PID likelihood of the most

2The calculation of LDecay e for SK I-III events excludes decay electrons with unreliable vertices.

See Section 3.2.7.
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energetic ring, and the fraction of momentum carried by the most energetic ring,

Fmom. This approach was able to improve the separation of e-like from µ-like multi-

ring events versus simply using the PID likelihood of the most energetic ring from

∼ 50% to ∼ 70%.

The likelihood methodology was extended to a two-stage process in [38]. A second

likelihood, designed to separate νe from ν̄e, was applied to the e-like candidates.

This likelihood used three variables: the number of decay electrons, the transverse

momentum of the most energetic ring, Tmom, and the number of rings.

This analysis replaces the multi-ring likelihood-based classification with a BDT

classifier based on the same input variables used in both likelihood steps. The de-

velopment of the BDT is documented in [117]. Compared to the likelihood selection,

the BDT has the advantage of weighting each input variable’s importance for the

classification decision based on learned outcomes from training data. MC events with

true, known interactions channels are used to train the multi-ring BDT. Each MC

event is classified into one of four samples: νe-like CC, ν̄e-like CC, µ-like (for both νµ

and ν̄µ CC), or “other.” The “other” category removes NC and ντ CC events from

the CC samples which increases the purity of the CC samples.

The BDT performance is sensitive to the number of true events of each sample. For

example, because there are fewer true ν̄e events than νe in the atmospheric neutrino

MC, the BDT can correctly classify more events overall by classifying all ν̄e events

as νe. To circumvent this problem, the events used for training are weighted such

that the correctly classifying a ν̄e event counts more towards the BDT’s classification

performance.

The distributions of the input variables used for the Multi-Ring BDT are shown

for the SK IV-V phases in Figure 5·2, and the output classification decision, “BDT

score” is compared for νe-live and ν̄e like in Figure 5·3.
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Figure 5·2: Area-normalized SK IV-V MC distributions of the differ-
ent input variables used for the Multi-Ring BDT selection. True CC
neutrino interactions are shown as solid lines while the NC contribution
is shown as a filled area. Tmom is the transverse momentum of the most
energetic ring, and Fmom is the fraction of the energy carried by the
most energetic ring.

Neutron Tagged Samples

The number of tagged neutrons is used as an additional handle when classifying FC,

single-ring events from the SK IV-V phases. Figure 5·4 shows an overview of the

modified selection compared to the SK I-III selection. The modification is the same

for both sub-GeV and multi-GeV events based on the following principles:

• νe CC interactions will produce decay electrons more often than ν̄e interactions

due to π+ production.

• νµ CC interactions will produce exactly one decay electron less often than ν̄µ

CC interactions, due to µ− capture.

• Neutrino CC interactions will produce fewer neutrons than anti-neutrino CC
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Figure 5·3: νe and ν̄e separation using the Multi-Ring BDT score for
SK IV-V data and MC events. The events shown have a maximum
score for either the νe or ν̄e-like category, and the final classification
decision is the maximum score of any category. The distributions of
νe and ν̄e scores are preferentially peaked to the right and left of 0
respectively, indicating that the BDT is able to statistically separate
these events. The contribution of νµ, ντ , and NC backgrounds to the
νe and ν̄e-like samples is reflected in the MC total line.

interactions.

The corresponding event selection criteria correspond to five sub-samples each for

sub-GeV and multi-GeV:

• For e-like events, there are three sub-samples:

– If the event has at least one decay electron, it is classified as νe-like.

– If the event has no decay electrons and no tagged neutrons, it is classified

as a νe-ν̄e-like mixture.
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Figure 5·4: The modified FC single-ring event selection for the SK IV-
V phases, using the number of tagged neutrons. The motivations for
the selection criteria for each sub-sample are described in the text.

– If the event has no decay electrons at least one tagged neutron, it is clas-

sified as ν̄e-like.

• For µ-like events, there are two sub-samples:

– If the event has exactly one decay electron, and at least one tagged neutron,

it is classified as ν̄µ-like.

– Otherwise, it is classified as a νµ-like.

5.1.2 PC Samples

PC events are further divided into two sub-samples based on the estimated stopping

point of the produced muon, either in the OD, “PC stopping,” or completely outside

the SK tank, “PC Through-going.” Since PC stopping events have an end point of

the OD, their energies may be estimated using the total muon track length, i.e., using

the portion of the track in the ID extrapolated to a stopping point in the OD. For

PC Through-going events, the momentum of the muon can only be estimated using
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the portion of the track inside the tank, so the total energy is unknown.

The separation between PC stopping and Through-going sub-samples is performed

using the ratio of observed charge to expected charge for a muon with the observed

track length. The observed charge consists of the charge of the primary ring recon-

structed in the ID, and the maximum charge in a 500 ns sliding window from −500 ns

to 500 ns in the OD. The expected charge is the dE/dx for a relativistic muon with a

path length equal to the ID path length extrapolated to the SK tank wall, accounting

for the un-instrumented region between the ID and OD.

Two additional corrections are applied to the expected charge: For PC events,

the high interaction energies often result in multiple outgoing particles with similar

directions, which can appear as a single ring. A correction is applied if the charge

estimated from the ID track length is greater than the expected dE/dx energy loss

of a single particle. The expected charge calculation also applies a correction factor

for the different configurations of the OD Tyvek and PMTs during the different SK

phases. The factor is determined from the agreement between cosmic muon data and

MC, and is applied to the expected charge based on the exit point region in the OD,

i.e., top, barrel, or bottom.

5.1.3 Up-µ Samples

Up-µ events are divided into three sub-samples based on each event’s expected en-

ergy. From lowest to highest average energy, Up-µ events which stop within the ID

are categorized as “Up-µ stopping,” while Up-µ through-going events are separated

into non-showering and showering. The non-showering and showering sub-samples

are distinguished based on whether or not the reconstructed muon track is consistent

with the expected charge from dE/dx. Showering muons typically have a catas-

trophic interaction with a nucleus as they travel, creating additional particle showers

at one or more sites along the track. The full algorithm which performs the non-
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showering/showering separation is described in [74].

The event selections described above for FC, PC, and Up-µ events results in 19

sub-samples for SK I-III data and 21 sub-samples for SK IV-V data.

5.1.4 Zenith & Momentum Binning

Because neutrino oscillations depend on the neutrino oscillation baseline, L, and

neutrino energy, E, events in each sub-sample are binned into a 2D binning scheme

based on their reconstructed zenith angle and observed momentum as correlates of L

and E, respectively. FC and PC events are divided into 10 zenith angle bins spanning

−1 ≤ cos θz ≤ 1. There are four exceptions for FC samples, which are only assigned

a single zenith angle bin due to limited statistics and poor directional information:

single- and two-ring π0-like, sub-GeV e-like with one decay electron, and sub-GeV µ-

like with two decay electrons. Up-µ events, which, by definition, come from below the

horizon, are divided into 10 evenly-spaced zenith angle bins spanning −1 ≤ cos θz ≤ 0.

This analysis updates the zenith angle bins for FC and PC events compared to

past SK oscillation analyses. In previous SK analyses, the 10 zenith angle bins were

evenly-spaced on the [−1, 1] interval, i.e., with a constant width of 0.2 [38]. However,

these bin edges do not align with the mass ordering signal region, defined by the

zenith angles where the matter-induced resonant oscillations are expected to occur.

This can lead to a potential ambiguity when assessing the data counts in the bins

nearest to the signal region. This analysis has updated the zenith angle bin definitions

to better capture the resonance region using variable-width zenith angle bins. The

comparison of the bins used in this analysis with the evenly-spaced bins is shown

in Figure 5·5. The zenith angle bins for the Up-µ samples are not updated for this

analysis; they remain evenly-spaced on the interval [−1, 0].

The second axis of the 2D bins separates events by momentum information. This

analysis does not attempt to reconstruct the neutrino energy, rather, the observed
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Figure 5·5: Comparison between the zenith angle bins used in this
analysis (solid black lines) with the evenly-spaced bins used in previous
SK oscillation analyses. The updated bins are symmetric about cos θz =
0. The color scale shows the νµ → νe oscillation probability calculated
for the normal mass ordering. Using the evenly-spaced bin scheme, the
resonance region is partially divided between two bins which include
significant fractions of non-resonance regions. In the updated scheme,
the resonance region near cos θz ≈ −0.8 is better separated from the
non-resonance region at smaller zenith angles.

momenta of reconstructed rings for FC events, or of muon tracks for PC and Up-µ

events, is used as a correlated quantity. The atmospheric neutrino sub-samples utilize

up to five momentum bins, listed in Table 5.1. The definition of “momentum” changes

for each sub-sample based on the assumed best correlate of the neutrino energy.

The bin definitions result in 140 FC multi-ring bins, 10 FC π0-like bins, 60 PC

bins, and 50 Up-µ bins, which are used for all SK phases. The remaining FC single-

ring events are binned into 260 bins for SK I-III and 410 bins for SK IV-V. The grand

total is 930 bins used for the atmospheric neutrino events in this analysis.

5.1.5 Expanded Fiducial Volume

Previous SK atmospheric neutrino analyses only included FC events with a recon-

structed vertex at least 200 cm away from any ID wall which defined a 22.5 kt fiducial

volume. This atmospheric neutrino oscillation analysis includes, for the first time, FC

events with reconstructed vertices between 100 cm to 200 cm from the detector walls

for all SK phases, adding a 4.7 kt additional volume. The conventional and additional

volumes are collectively called the expanded fiducial volume which contains 27.2 kt
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Sample Number of Bins Edges, log10[p (MeV)]

FC

Sub-GeV single-ring and
single-ring π0-like

5 e± momentum 2.0, 2.4, 2.6, 2.8, 3.0, 3.2

Sub-GeV two-ring π0-like 5 π0 momentum 2.0, 2.2, 2.4, 2.6, 2.8, 3.2

Multi-GeV single-ring e-like 4 e± momentum 3.0, 3.4, 3.7, 4.0, 5.0

Multi-GeV single ring µ-like 2 µ± momentum 3.0, 3.4, 5.0

Multi-Ring νe-like and ν̄e-like 3 visible energy 3.0, 3.4, 3.7, 5.0

Multi-Ring µ-like 4 visible energy 2.0, 3.12, 3.4, 3.7, 5.0

Multi-Ring Other 4 visible energy 3.0, 3.4, 3.7, 4.0, 5.0

PC

Stopping 2 visible energy 2.0, 3.4, 5.0

Through-going 4 visible energy 2.0, 3.12, 3.4, 3.7, 5.0

Up-µ

Stopping 3 visible energy 3.2, 3.4, 3.7, 8.0

Through-going non-showering
& showering

Single bin 2.0, 8.0

Table 5.1: Momentum bin definitions for atmospheric neutrino sub-
samples in this analysis. Each row in the Edges column lists the lower
bin edges and the upper edge of the highest-momentum bin. The edges
labeled 3.12 are evaluated as exactly log10(1330MeV/c).
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of water, a 20% increase over previous analyses.

To expand the fiducial volume, several aspects of the reconstruction were updated,

first reported in [118]. Notably, the expected charge distributions from simulated

neutrino interactions, used in the calculation of the ring counting and PID likelihoods

(see Section 3.2), were separately re-computed using events within the additional

region. The updated charge tables account for the decreased number of hits for

events closer to the detector walls. Using these new tables in the reconstruction

process reduces the bias in reconstructed quantities versus using the same charge

tables as in the conventional fiducial volume.

Accepting events closer to the detector walls also means accepting more non-

neutrino backgrounds. Close to the walls, the reduction steps which remove flasher

PMTs and cosmic muons are less efficient. Experts eye-scanned events in the addi-

tional fiducial volume region to newly estimate the non-neutrino backgrounds sepa-

rately from the conventional region. The distribution of non-neutrino backgrounds

estimated for the SK I-IV phases is shown in Figure 5·6. While the non-neutrino

backgrounds are higher, they are still tolerable. As demonstrated in the figure, the

number of non-neutrino background events increase from approximately 0.1% to only

0.5% in the additional region, which is still deemed acceptable. Extending the fiducial

volume even closer to the walls is prohibited by the sharp increase in backgrounds.

Figure 5·7 and Figure 5·8 show the atmospheric neutrino data and MC events,

including FC events from the expanded fiducial volume, categorized into the different

analysis sub-samples. Table 5.2 lists the total number of data and MC events for

each sub-sample. The table also shows the MC purity, i.e., the fraction of the true

neutrino flavor of MC events in each sub-sample. Note that the SK IV-V multi-GeV

ν̄e sample, which uses neutron tagging information, has a higher purity of true ν̄e CC

events than the equivalent SK I-III sample.
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Figure 5·6: Non-neutrino backgrounds determined by eye-scanning
during the SK I-IV phases in the conventional and additional fiducial
volume regions. Figure is adapted from [118].

Sample
MC Purity (%) Events

νe ν̄e νµ + ν̄µ ντ + ν̄τ NC MC Data

Fully contained (FC), single ring, Sub-GeV

SK I-III
e-like
0 decay-e 73.3 22.7 0.4 0.0 3.6 6399.6 6647
1 decay-e 79.6 1.6 10.6 0.1 8.1 612.0 682

µ-like
0 decay-e 2.7 0.8 85.3 0.1 11.2 2153.6 2419
1 decay-e 0.1 0.0 96.8 0.0 3.0 4241.1 4476
2 decay-e 0.1 0.0 97.7 0.1 2.2 330.6 336

SK IV-V
νe-like 79.4 1.6 11.5 0.1 7.4 943.7 1093
νe or ν̄e-like 78.9 17.6 0.4 0.0 3.1 5951.4 6669
ν̄e-like 58.2 36.7 0.5 0.1 4.4 2264.8 1668
νµ-like 1.1 0.3 92.9 0.0 5.7 6595.6 7879
ν̄µ-like 0.1 0.0 95.0 0.1 4.9 2150.0 1793

Continued on next page
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Table 5.2 – Continued from previous page

Sample
MC Purity (%) Events

νe ν̄e νµ + ν̄µ ντ + ν̄τ NC MC Data

Fully contained (FC), single ring, Multi-GeV

SK I-III
νe-like 56.9 8.6 11.5 3.9 19.0 360.1 383
ν̄e-like 55.6 34.1 1.6 1.2 7.5 1361.6 1339
νµ-like 0.2 0.1 99.2 0.3 0.2 1587.3 1564

SK IV-V
νe-like 60.8 8.7 11.3 3.3 15.9 584.9 643
νe or ν̄e-like 63.8 28.7 1.0 0.7 5.8 867.6 986
ν̄e-like 43.5 46.0 1.1 1.5 7.9 737.0 616
νµ-like 0.2 0.1 99.2 0.3 0.1 1462.9 1619
ν̄µ-like 0.1 0.0 99.4 0.4 0.2 592.7 503

SK I-V common samples

Fully contained (FC) Sub-GeV NC π0-like
Single-ring 21.9 6.4 2.0 0.1 69.6 747.9 868
Two-ring 9.6 2.8 1.6 0.0 86.0 2095.2 2494

Fully contained (FC) Multi-GeV, multi-ring
νe-like 49.5 6.6 18.8 3.5 21.5 2152.3 2411
ν̄e-like 52.0 26.0 5.8 2.5 13.8 1211.6 1131
µ-like 2.8 0.3 91.4 0.6 5.0 3255.2 3427
Other 20.4 2.3 27.1 7.4 42.9 838.0 982

Partially-contained (PC)
Stopping 8.9 3.4 82.1 1.1 4.5 641.3 689
Through-going 0.6 0.2 97.9 0.7 0.6 3308.0 3397

Upward-going muons (Up-µ)
Stopping 0.8 0.3 98.6 0.0 0.3 1571.8 1753.8
Non-showering 0.2 0.1 99.7 0.0 0.1 5314.7 6423.9
Showering 0.1 0.0 99.8 0.0 0.1 1051.4 1110.6

Table 5.2: Nominal MC and data events in each sub-sample for this
analysis. Columns two to six list the fractions of true neutrino flavor
in the MC. The MC events are computed with neutrino oscillations
and without fitted systematic uncertainties. Oscillations are calcu-
lated assuming the normal mass ordering and ∆m2

32 = 2.4× 10−3 eV2,
sin2 θ23 = 0.5, sin2 θ13 = 0.0220, and δCP = 4.71. Up-µ data events are
shown after background subtraction.
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Figure 5·7: Zenith angle or log10[p (MeV)] distributions for atmo-
spheric neutrino events used in this analysis, including events from an
expanded fiducial volume. The 19 samples without tagged neutron in-
formation are shown. Black data points show the observed number of
counts in each bin, while the filled histograms show the contribution to
the expected number of counts from the MC prediction. The MC in-
cludes neutrino oscillations. The data-to-MC ratio is plotted beneath
each sub-sample. All error bars are statistical. Asterisks represent
samples containing only SK I-III FC single ring events, i.e., where the
SK IV-V events have been separated out.
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Figure 5·8: Zenith angle distributions for the 10 SK IV-V FC single-
ring samples using the number of tagged neutrons. The meaning of
the data points, error bars, and filled histograms is identical to what is
shown in Figure 5·7.

5.2 Systematic Uncertainties

This analysis considers multiple sources of systematic uncertainties which affect the

oscillation parameters extracted from the MC fit to data. Systematic uncertainties

are treated as Gaussian fluctuations in the nominal flux, cross section, and detector

response parameters which alter the nominal MC prediction. This section lists the

corresponding change in the nominal MC prediction for a 1Ã fluctuation in each

systematic uncertainty source. The largest uncertainties, and those with the largest

effect on the fitted oscillation parameters, are related to the flux and cross section

inputs to the simulation. However, the detector performance can induce some non-

negligible bias on certain oscillation parameters, discussed below.

This atmospheric neutrino oscillation analysis includes a total of 193 independent

sources of systematic uncertainties. Of these, 48 account for effects common to all SK

phases, e.g., inputs to flux and cross section models. The remaining 145 uncertainties
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result from 29 × 5 sources of detector and temporal effects relevant to individual

SK phases, e.g., the performance of the detector reconstruction during a particular

data-taking phase.

Many of the systematic errors are identical to those documented in detail in [71].

However, several uncertainty sources have been updated or removed entirely, and

several new uncertainty sources have been added. This thesis will provide an overview

of each source used in the present analysis.

5.2.1 Atmospheric Neutrino Flux Uncertainties

The atmospheric neutrino flux uncertainties are described briefly here. Several of

the uncertainties are provided by [119], and compare the predictions of the Honda

atmospheric neutrino flux model with two models produced by other groups [120,

121], referred to as “the three flux models” below.

Flux normalization: An overall flux normalization uncertainty, estimated from the

combined uncertainties on the hadron production models, air density, and hadron

interaction models used as inputs to the atmospheric neutrino flux calculation, varies

the event rate of all samples as a function of the true neutrino energy. There are

independent errors for neutrinos with energies above and below 1GeV. Fluctuations

in this uncertainty correspond to changes in the normalization of the MC events,

visualized in Figure 5·9.

Flavor ratios : There are three sets of uncertainties on the overall muon-to-electron

flavor ratio, (¿µ + ¿̄µ)/(¿e + ¿̄e), and the individual neutrino-anti-neutrino ratios for

¿e/¿̄e and ¿µ/¿̄µ. The overall muon-to-electron flavor ratio uncertainty is calculated

as the percent difference in flavor ratio between the three flux models, averaged over

all directions. The neutrino-anti-neutrino ratios are calculated by comparing the

ratios of Ã+/Ã− and K+/K− production in the three flux models, also averaged
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over all directions. Each uncertainty has three independent errors for energy ranges:

Eν < 1GeV, 1GeV < Eν < 10GeV, and Eν > 10GeV. For these uncertainties, a

1Ã change corresponds to an increase in the weight by +1/2 of the percent difference

for the numerator neutrino type, and a simultaneous −1/2 change by the percent

difference for the denominator neutrino type. The change in event weight as a function

of neutrino energy for the flux uncertainties is visualized in Figure 5·9.
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Figure 5·9: Change in event weight for a 1Ã change in the absolute
flux normalization and flux flavor ratio systematics. The weights are
computed as linear functions of log10[Eν (GeV)]. The absolute flux
normalization has two independent systematics in the analysis, which
are split at the vertical bar at 1GeV. The flavor ratio uncertainties
have three separate components, split at the vertical bars at 1GeV
and 10GeV. The normalization uncertainty affects all neutrinos in the
MC, while the flavor ratio uncertainties only apply to neutrinos of the
specified flavor. Note that the change in event weight for the flavor in
the denominator of the flavor ratios has the opposite sign.

K/Ã ratio: Above 10GeV, kaons become an appreciable fraction of the neutrino-

producing particles in the atmospheric neutrino flux. Uncertainty on the ratio of
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pions to kaons translates to uncertainty on the atmospheric neutrino flux prediction.

To estimate the uncertainty, the Honda flux model is computed assuming an alternate

ratio of kaons and pions. The energy-dependent ratio between the alternate calcu-

lation and the nominal model is taken as the 1Ã effect. The effect is largest for the

highest energies; it is approximately 3% for the FC and PC samples, and extends up

to 10% for the Up-µ samples.

Neutrino path length: Variations in the atmospheric density can change the average

atmospheric neutrino production height, and therefore the oscillation baseline. This

has a few-percent effect on the path length of neutrinos coming from above the hori-

zon, and is negligible for neutrinos coming from below the horizon. The 1Ã variation

is taken as a change in the atmospheric density by 10%, estimated from the compar-

ison of two atmospheric density models [122, 123]. The corresponding event weights

are computed as the ratio of oscillation probabilities after this change to the nominal

oscillation probabilities.

Up/Down Ratio: Earth’s magnetic field produces an asymmetry in the zenith angle

distributions for low-energy atmospheric neutrinos. The uncertainty on this effect is

calculated by comparing the zenith angle, ¹z, distributions predicted by the three flux

models. The change in event weight for a 1Ã fluctuation of this uncertainty ranges

from 0.02% to 3.4% depending on the neutrino direction, energy, and sub-sample.

Horizontal/Vertical Ratio: Near the horizon, the distance traveled by atmospheric

pions and muons increases, allowing for more time to interact or decay. This makes

the flux near the horizon sensitive to atmospheric neutrino flux model inputs not

assessed by the up/down ratio uncertainty. The horizontal/vertical ratio systematic

quantifies the variation in the flux predictions in the horizontal (0 < cos ¹z < 0.1)

and vertical (0.9 < cos ¹z < 1.0) directions from the three flux models. The change
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in event rate from a 1Ã fluctuation of this uncertainty is approximately 1% to 3%.

Solar Activity : This uncertainty modifies the dependence of the low-energy atmo-

spheric neutrino flux due to the solar wind time variation, discussed in Section 4.1.1.

The ±1Ã effect is found by re-calculating the minimum and maximum solar activity

fractions (see Table 4.1) for a shift in the dates of each SK phase by ±1 year. Events

are re-weighted by the ratio of the flux after the shift to the nominal flux. The change

in event rate from this uncertainty is < 1% for all bins in the analysis, and is largest

for low-energy neutrinos. The largest effect among the SK phases is for the SK II

phase, which occurred mostly in-between a solar minimum and maximum.

Relative Normalizations : While the absolute flux normalization accounts for the un-

certainty on the Honda flux inputs, differences in the absolute flux normalization be-

tween the three flux models are not accounted elsewhere. These differences primarily

occur above 10GeV, which is the energy range most relevant for the multi-GeV FC,

PC, and Up-µ stopping samples. Separate 5% uncertainties on the normalizations of

the multi-GeV FC and PC+Up-µ samples are introduced to cover these differences.

5.2.2 Neutrino Interaction Model Uncertainties

This analysis implements 26 uncertainties for various aspects of the cross section

models in neut.

Quasi-elastic Uncertainties

Quasi-elasitc uncertainties modify aspects of the 1p1h and 2p2h cross section models.

These uncertainties primarily affect CC 1p1h, i.e., CCQE, events. For these, the neut

default model, LFG with RPA corrections and MQE
A = 1.05GeV/c2, is compared to

an alternative RFG model without RPA corrections, and MQE
A = 1.21GeV/c2. These

are referred to as the “nominal LFG model” and “RFG model” below.
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Quasi-elastic Axial Mass : The uncertainty on MQE
A from Equation 4.11 modifies the

axial form factor, which in turn affects the total cross section and q2 dependence of

the CCQE cross section model. This uncertainty re-weights CCQE events by the

double-differential cross section ratio d2Ã/dELepd cos ¹Lep between a 1Ã fluctuation

in MQE
A and the nominal value. The 1Ã fluctuation is set to MQE

A = 1.21GeV/c2.

Currently, the double-differential cross section ratio is computed assuming the simpler

RFG model for both the fluctuated and nominal double-differential cross section. The

next set of uncertainties compare the differences between the LFG and RFG models.

CCQE Shape: This uncertainty compares the relative differences in neutrino energy

dependence between the RFG and LFG model. The 1Ã change is taken to be the

fractional difference in the normalized total cross sections, as a function of Eν , between

the RFG model and the nominal LFG model.

CCQE Normalizations : This uncertainty compares the total cross section prediction

between the RFG and LFG model. The 1Ã change is taken to be the fractional

difference in the total cross section between the RFG model and the nominal LFG

model. Two independent uncertainties are implemented for the normalizations above

and below 1330MeV. For sub-GeV ¿e and ¿µ CCQE events, the uncertainties are 5%

and 1%, respectively. For multi-GeV CCQE events, the uncertainties for ¿e and ¿µ

flavors are 25%.

CCQE Flavor Ratios : Additional uncertainties are placed on ratio of neutrino and

anti-neutrino CCQE total cross sections, (¿e+¿µ)/(¿̄e+ ¿̄µ), and the ratio of electron-

to-muon flavor CCQE cross sections, (¿µ + ¿̄µ)/(¿e + ¿̄e), as a function of neutrino

energy. In each case, the 1Ã uncertainty re-weights CCQE events by the fractional

change in the total cross section ratio between the RFG model and the nominal LFG

model.
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2p2h: This analysis assigns a 100% uncertainty on the 2p2h process, due to the

absence of direct measurements.

Single Pion Production Uncertainties

MRes

A , C5
A, I 1

2

: Independent uncertainties vary the three primary inputs to the Rein-

Sehgal resonant pion production model. In each case, the input parameter is shifted by

its +1Ã uncertainty, and the ratio of the double-differential cross section, d2Ã/dq2dW ,

with respect to the nominal values is taken as the 1Ã effect. Here, q2 is the squared

4-momentum transfer, and W is the invariant mass of the pion-nucleon system. The

uncertainties for each parameter are MRes
A = 0.95 ± 0.15GeV/c2, C5

A = 1.01 ± 0.12,

and I 1

2

= 1.30± 0.20.

Neutrino/Anti-neutrino Ratio in Single Pion Production: This uncertainty accounts

for differences in the neutrino and anti-neutrino resonant pion production cross sec-

tions between the nominal Rein-Sehgal model and the Hernández model [124]. The

1Ã effect re-weights resonant pion events by the energy-dependent total cross section

ratio between the two models. The weights are separately computed for the three CC

modes and the four NC modes listed in Equations 4.12–4.18.

Charged/Uncharged Ratio in Single Pion Production: This uncertainty compares the

ratio of charged pion, Ã±, production to neutral pion, Ã0, production between the

Hernández model and the nominal Rein-Sehgal model. The 1Ã effect increases the

weight of the resonant Ã0 production modes by 20% and decreases the weights of the

resonant Ã± modes by 20%.

Coherent Pion Production Normalization: This uncertainty produces a 100% change

in the normalization of the CC ¿µ coherent pion production modes, and a 50% change

in the normalizations of the CC ¿e and NC modes at 1Ã.
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DIS Uncertainties

DIS Normalization: This uncertainty compares the neut nominal DIS total cross

section to the world-average DIS total cross section [51]. The uncertainty is calcu-

lated from the difference in the total cross section for neutrino energies ranging from

30GeV to 200GeV. The 1Ã variation corresponds to a 3.5% change for DIS neutrino

interactions and a 6.5% difference for DIS anti-neutrino interactions.

PDF Difference Below 10GeV: While neut computes the DIS cross section using

the GRV PDFs, other PDFs are available. This systematic treats the DIS total cross

section ratio between the total DIS cross section computed with PDFs from [125] and

the nominal neut DIS total cross section as a 1Ã effect. The ratio is computed as a

function of energy, and for neutrinos and anti-neutrinos. The corresponding change

for DIS events is listed in Table 5.3.

Energy
(GeV)

Change at 1Ã (%)

¿ ¿̄

< 2 30 50

2–3 10 40

3–5 5 20

5–10 5 10

Table 5.3: Fractional change for DIS events due to a 1Ã change in the
PDF Difference uncertainty.

DIS q2 Dependence: There are four independent uncertainties implemented to cap-

ture variations of the Bodek-Yang corrections applied to the neut DIS cross section

models. The first handles cases where the invariant mass of the hadronic system, W ,

is above 2GeV/c2. This uncertainty uses the change in DIS cross section with and

without the Bodek-Yang corrections applied, as a function of q2, as the 1Ã uncertainty.
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For W < 2GeV/c2, three independent uncertainties vary the vector and axial

components, and overall normalization, of the Bodek-Yang correction. For the vector

and axial component uncertainties, the 1Ã change re-weights events by the ratio of the

cross section with and without additional features described by the authors in [126].

The vector uncertainty considers the effect of computing the next-to-leading-order

QCD contribution to the F2 and xF3 form factors. The axial uncertainty considers

the effect of allowing the axial form factors to diverge from the vector components,

which are, in the nominal Bodek-Yang correction, assumed to be the same. The

normalization uncertainty uniformly scales the size of the correction by ±3%.

DIS Hadron Multiplicity : This uncertainty considers the uncertainty in the number

of hadrons produced in DIS interactions for a given invariant mass of the hadronic

system, W . The calculation involves computing the ratio of cross sections as a func-

tion of W between the GENIE [127] event generator and neut, multiplied by the

change in hadron multiplicity at the specified W value. The 1Ã effect of this un-

certainty does not modify the total number of DIS events; rather, it increases and

decreases the frequency of DIS events with particular numbers of outgoing hadrons,

before accounting for FSI effects.

Final State Interaction Uncertainties

FSI+SI: Different FSI and SI processes can result in final states that are difficult or

impossible to distinguish. As a result, the six FSI and SI parameters in neut, listed

in Table 4.2, tend to have high correlations when fit to charged pion scattering data.

While these correlated fluctuations are not implemented in the fit, this analysis applies

a conservative uncertainty on FSI and SI processes: The six FSI+SI parameters are

varied based on their uncertainties, taking into account correlations, to produce sets of

possible parameter combinations. The two parameter sets which produce the largest
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increase and largest decrease in total event rate are taken as the 1Ã uncertainty. The

parameter sets used are listed in Table 5.4. Note that the minimum set has the

highest scaling of the pion absorption process, while the maximum set has the lowest.

neut Name Min. Set Max. Set

FEFQE 1.6 1.4

FEFQEH 1.1 2.3

FEFCX 1.6 0.6

FEFCXH 2.3 1.3

FEFABS 1.6 0.6

FEFINEL 1.5 0.5

Table 5.4: Parameter sets used for computing the change in event
weights due to uncertainty in FSI processes.

Neutron Production Uncertainties

Neutron Multiplicity Generator Comparison: This uncertainty takes the probability

ratio of producing a given number of neutrons between the GENIE event generator

and the nominal neut neutron multiplicity model as the 1Ã effect. The change in

event weight based on this ratio is calculated as a function of the neutrino energy.

Neutron Multiplicity versus Transverse Momentum: Studies of neutron multiplicities

in T2K data from [128] revealed a difference in the number of neutrons predicted by

the MC versus data, shown in Figure 5·10. The difference was measured for ¿µ and

¿̄µ interactions, and has a dependence on the transverse momentum of the outgoing

muon. The 1Ã effect of this uncertainty changes the number of neutrons by the

fractional difference between the MC and data on average, then re-classifies the event

according to the procedure in Section 5.1.1.

Previous versions of this uncertainty calculated the change in the number of neu-

trons by multiplying the number of tagged neutrons by the fractional difference be-
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Figure 5·10: Neutron multiplicity measurement with T2K data versus
neutMC prediction for neutrinos (left) and anti-neutrinos (right). The
uncertainty values used in this analysis are the fractional differences
between the MC and data points as a function of the lepton transverse
momentum. Figures are reproduced from [128].

tween MC and data as the 1Ã effect. However, because the event selection procedure

in this analysis only relies on the difference between zero and one tagged neutron,

simply applying a multiplicative factor to the number of tagged neutrons may not

accurately reflect the average change in classification outcome. For example, if the

fractional difference for an event is 50%, an event with two neutrons would move

to 1 tagged neutron at −1Ã, and leave the event classification unaffected. Thus,

the change at 1Ã for the event is 0, and scaling the effect would not reflect a larger

fluctuation as expected.

Instead, this analysis calculates the change in the number of neutrons by dividing

the total event weight into multiple events with any possible shift in the number of

neutrons. The probability of increasing or decreasing the number of tagged neutrons

by k is calculated from a one-sided Gaussian distribution with a width set such that

the expected value of the number of neutrons after the shift is n× (1± r), where n is

the original number of tagged neutrons in the event, and r is the fractional difference

between MC and data. If n = 0, the width is set to r. In the original example,

the −1Ã decrease in this systematic splits the weight of the event with two tagged
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neutrons between three events with zero, one or two tagged neutrons, such that the

expected value is 2 × 0.5 = 1 tagged neutron. This method then accounts for shifts

from 2 → 0 and 2 → 2 tagged neutrons.

Other Interaction Uncertainties

Tau Neutrino Cross Section: This uncertainty changes the rate of CC ¿τ interactions

by 25% as a 1Ã effect. The number is estimated from direct measurements of the ¿τ

cross section. In 2018, SK published its own measurement with a 20% uncertainty

[129]. It is a future effort to incorporate this measurement, or the ¿τ identification

techniques used in that measurement, into this oscillation analysis.

CC/NC Ratio: The 1Ã effect of this uncertainty scales the weight of all NC events by

20%. The size of this error is a conservative estimate from a synthesis of world NC

measurements in comparison with theoretical predictions [130].

5.2.3 Detector Performance & Reconstruction Uncertainties

Detector systematic uncertainties are evaluated separately for each SK phase. While,

in principle, the uncertainty on various aspects of the reconstruction performance is

not fully independent between SK phases, treating them as independent is a conser-

vative estimate of an ultimately minor source of uncertainty, and vastly simplifies the

treatment of these sources in the analysis.

Reduction Uncertainties

FC, PC, and Up-µ Reduction Efficiencies : Separate uncertainties are estimated based

on MC studies of the various cuts described in Section 3.1. For FC events, the

reduction uncertainty primarily comes from data versus MC disagreement in the

flasher probability distribution used in FC4, and is highest for the SK V phase. The
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uncertainty on the efficiency of the cuts is estimated to be < 1% for the Up-µ sample

during all SK phases. The values are listed in Table 5.5.

SK Phase
Reduction Uncertainty (%)

FC PC
Up-µ

Stopping
Up-µ

Through-going

SK I 0.2 2.4 0.7 0.5

SK II 0.2 4.8 0.7 0.5

SK III 0.8 0.5 0.7 0.5

SK IV 1.3 1.0 0.5 0.3

SK V 1.7 1.0 0.7 0.5

Table 5.5: Reduction uncertainties for the different neutrino samples
used in this analysis. Uncertainties are separately estimated for Up-µ
stopping and through-going events, but a single uncertainty varies the
normalization of both samples simultaneously.

FC/PC Separation: A small number of FC and PC events are estimated to be wrongly

classified in the alternative sample. The uncertainty on this estimate is calculated for

each SK period, and increases the normalization of FC multi-GeV µ-like events while

decreasing the normalization of PC events. The change in FC and PC normalizations

from this uncertainty at 1Ã is ≲ 1% for all SK periods.

Fiducial Volume/Vertex Resolution: Due to the vertex resolution of apfit, FC and

PC events can be incorrectly reconstructed inside or outside the fiducial volume. A

2% uncertainty on the normalization of FC and PC events is assumed from this effect

at 1Ã. This uncertainty does not apply to Up-µ events since these do not have event

vertices within the fiducial volume.
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Reconstruction Uncertainties

Many detector systematic uncertainties are estimated using a “scale-and-shift” pro-

cedure. The procedure fits the MC distribution of a reconstruction quantity, x, used

to separate signal and background in the event selection process, to atmospheric neu-

trino data. First, MC events are labeled as true signal or background events. Next,

the signal and background distributions of x are fit to data by applying a linear

transformation to each MC event’s x: x′ = ´1x + ´0. The signal and background

distributions are transformed independently, so there are four ´ parameters. Once

the best-fit ´ parameters are found, they are randomly varied assuming Gaussian

fluctuations around their best-fit values, where the fluctuations have widths given by

the fitted uncertainties. These variations produce a distribution of signal and back-

ground event rates, since different ´ combinations move events above or below the x

value used to select signal events. The maximum observed variation in signal event

rate from this process is taken as the 1Ã uncertainty.

Uncertainties in the ring counting likelihood, ring PID likelihood, and Ã0 likelihood

variables are estimated with the scale-and-shift procedure. For this analysis, these

reconstruction-related uncertainties were separately estimated for events inside the

conventional fiducial volume and for events in the additional fiducial volume region.

A demonstration of the scale-and-shift fit to the ring counting likelihood distribution

using SK V data in each fiducial volume region is shown in Figure 5·11.

Ring Separation: The number of rings is a basic handle for separating neutrinos events

into the different analysis sub-samples. The level of disagreement in the distribution of

ring counting likelihood (Equation 3.8) between data and MC is used as an estimate

of the uncertainty on the ring counting reconstruction. The maximum fractional

change in the number of true single- or multi-ring events using the scale-and-shift

procedure is taken as the 1Ã effect. For this analysis, this systematic is computed
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Figure 5·11: Ring counting systematic uncertainty estimation via the
“scale-and-shift” method. The figures show the ring counting likelihood
for SK V data and MC events classified as sub-GeV µ-like, with fitted
muon momentum between 200MeV/c to 400MeV/c. The uncertainty
estimation is performed in each fiducial volume region, Left: conven-
tional and Right: additional. Before fitting, the data (black points)
and nominal MC distribution (grey histogram) have some degree of
disagreement. True single-ring (blue histogram) and multi-ring (green
histogram) events are identified as signal and background in the MC,
then both distributions are varied to fit the data points, resulting in an
improved total fit (red histogram). The vertical dashed line shows the
cut value used to classify the event as single- or multi-ring.

for each SK phase and each fiducial volume region. In each case, separate signal and

background distributions are fit for six event types: Sub-GeV events are split into 4

types based on the PID of the most energetic ring, electron- or muon-like, and the

reconstructed momentum, above or below 400MeV/c. Multi-GeV events are split

into 2 types based on the PID of the most energetic ring.

Particle Identification: Similar to the ring counting uncertainty, an uncertainty on

the PID likelihood (Equation 3.12) used to identify the ring-producing particles in an

event is estimated through a scale-and-shift procedure. The uncertainty is estimated

for each SK phase and separately using data in the conventional and additional fiducial
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volume regions. In each case, 4 signal classes are used: sub-GeV and multi-GeV,

with either a single e- or µ-like ring. An equivalent, independent uncertainty is also

implemented for multi-ring events, using the PID of the most energetic ring to define

the signal.

Non-¿e Contamination: The multi-GeV e-like samples receive an additional uncer-

tainty to account for the normalization of the ¿µ contamination. The uncertainty

is estimated using the scale-and-shift procedure between data and MC for the ring

counting likelihood, as in the ring separation uncertainty. Then, the uncertainty is

taken as the ratio between the fitted and nominal fraction of ¿µ events classified as

e-like.

NC Contamination in Single-Ring µ-like3: Because NC events which produce a

charged pion cannot typically be distinguished from muons, a background of NC

events is expected in the muon-like samples. This uncertainty places a 10% uncer-

tainty on NC events which are classified as single-ring µ-like.

Two-Ring Ã0: Uncertainty on the likelihood quantity used to select NC Ã0 events is

similarly implemented to the ring separation and PID likelihood uncertainties. Here,

the signal event category used in the scale-and-shift procedure is true NC Ã0 events

with two visible e-like rings.

Non-¿ Background : The uncertainty in the non-neutrino background contamination

is estimated using the counts of flasher and cosmic ray muon events found via eye-scan

after all reduction steps. The uncertainty is separately estimated in each SK phase

for sub-GeV, multi-GeV single-ring, and multi-GeV multi-ring events. Independent

systematic uncertainties are implemented for e-like and µ-like events. The contam-

ination of these backgrounds in the PC samples is also included in the uncertainty

3This is referred to as the “Hadron Simulation” uncertainty in other SK references.
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for µ-like events. This uncertainty modifies the normalization of the corresponding

event type, and the 1Ã effect changes the normalizations by < 1% for all SK phases

and event types.

PC Uncertainties

PC Stopping/Through-Going Separation: This analysis places an uncertainty on the

efficiency of the expected charge ratio cut used to separate PC stopping and through-

going events. This uncertainty increases the normalization of PC stopping events and

proportionally decreases the normalization of PC through-going events, such that the

total PC event counts remain the same. There are three independent uncertainties

implemented for PC events based on their exit point, either through the ID cylinder

side, top, or bottom. The 1Ã effect of this uncertainty corresponds to a typically

∼ 20% change in the number of PC stopping events.

Up-µ Uncertainties

Energy & Path Cut Efficiencies : The minimum energy requirement for Up-µ stopping

events and the minimum path requirement for Up-µ through-going events both have

uncertainties on their efficiencies. The uncertainties for each cut are independent,

and the estimated change in the normalization of the corresponding sub-samples is

estimated to be 1% to 3% for all SK phases.

Up-µ Stopping/Through-Going Separation: Up-µ events are separated into stopping

and through-going sub-samples based on the number of hits within 8m of the pro-

jected exit point in the OD. The separation uses a simple hit-based cut, and is es-

timated to have an ∼ 1% uncertainty, depending on the SK phase. The 1Ã effect

of this uncertainty proportionally increases the normalization of the Up-µ stopping

sub-sample and decreases the normalization of the Up-µ through going sub-samples,

both non-showering and showering.
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Up-µ Showering/Non-showering Separation: The algorithm used to separate show-

ering and non-showering Up-µ events is based on the ratio of expected charge from

simulation to measured charge. The degree of disagreement in this distribution be-

tween simulation and data is propagated to a total uncertainty on the showering/non-

showering separation. This uncertainty changes the relative normalization of non-

showering and showering events, such that the total number of events is preserved.

At 1Ã, the non-showering event rate changes by 3% to 4%, depending on the SK

phase.

Up-µ Background Subtraction: The irreducible cosmic muon background in the Up-

µ sample due to the up-scattering of cosmic muons from downward-going cosmic

rays is not simulated in the MC. Therefore, to compare Up-µ data and MC events,

the estimated cosmic muon background must be subtracted from SK data. The

subtraction removes the estimated number of background events from the two zenith

angle bins nearest to the horizon, and as a function of momentum, for the Up-µ

stopping sample, and in single zenith angle bin nearest to the horizon for the Up-µ

through-going samples. The uncertainty on the background rate is taken as the 1Ã

effect; typically 10 to 20 events are subtracted. More details on the estimation of the

background rate and uncertainty may be found in [74].

Energy Scale Uncertainties

Absolute Energy Scale: SK uses several standard sources to estimate its reconstruc-

tion performance at energies relevant to atmospheric neutrino oscillations: Below

100MeV, stopping cosmic muons which decay at rest produce decay electrons with

a measurable energy distribution. Around 100MeV, the momenta of the two e-like

rings from NC Ã0 decays can be summed to reconstruct the Ã0 invariant mass. At

several GeV, stopping cosmic muons, with a path length determined by the ID en-
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trance point and the vertex of a subsequent decay electron, leave calculable energy

depositions. Each of these three sources is simulated and compared to data. The max-

imum fractional difference between MC and data between any of the three sources

is taken as an overall uncertainty on the reconstructed momenta of fitted particles.

The energy scale uncertainty is estimated for each SK phase, shown in Figure 5·12.

For this analysis, the energy scale uncertainty is also estimated for the decay electron

spectrum and Ã0 invariant mass sources using only events in the additional fiducial

volume region.

While other systematic uncertainties modify the normalization of different event

types, the absolute energy scale systematic, for a 1Ã change, shifts the reconstructed

momentum of all events by the estimated uncertainty. This means that this uncer-

tainty can cause events to move between different momentum bins within their own

samples.

Up/Down Energy Scale: The decay electrons from stopped cosmic muons, if energetic

enough to produce a Cherenkov ring, can be further separated based on the ring direc-

tions. The deviation of the fitted decay electron energy peak between MC and data,

binned according to ring direction, provides an estimate of the energy scale uniformity

throughout the detector. This uncertainty varies the normalization of upward-going

and downward-going FC and PC events by the largest observed deviation. Both the

absolute and up/down energy scale uncertainties used in this analysis are listed in

Table 5.6.

Other Detector Uncertainties

Decay-e Tagging : The decay electron efficiency uncertainty proportionally changes the

normalization of events in the FC sub-GeV and multi-GeV samples which utilize the

number of decay electrons as part of their sample selection. The estimated uncertainty
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Figure 5·12: Absolute energy scale measurements for all SK phases
and separately measured in the conventional (solid lines) and addi-
tional (dashed lines) fiducial volume regions. The measurements span
a range of energies relevant to atmospheric neutrinos, and are found to
be within a few percent for all SK phases & regions.

on the efficiency is 1.5% for SK I-III and 0.8% for SK IV-V, and corresponds to a

few-percent change in the decay-electron-selected samples for a 1Ã variation.

Neutron Tagging : The uncertainty on the neutron tagging algorithm’s efficiency is

estimated from a combination of two smaller systematic effects: the dependence of

the algorithm’s efficiency on the neutron’s distance from the primary event vertex,

and on changing detector conditions. An overall data versus MC neural network

efficiency uncertainty is also included. The estimated overall uncertainty is 8% to

16%, and is separately estimated for sub-GeV and multi-GeV e-like and µ-like single-

ring samples. A 1Ã variation in this uncertainty increases the normalization of the

samples with no tagged neutrons, and decreases the normalization of the samples
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SK Phase

Energy Scale Uncertainty (%)

Absolute Up/Down

Conv. Add. Conv. Add.

SK I 3.3 3.3 0.6 1.4

SK II 2.0 3.9 1.1 1.5

SK III 2.4 2.4 0.6 1.3

SK IV 2.1 2.2 0.5 0.5

SK V 1.8 2.0 0.7 0.1

Table 5.6: Energy scale uncertainties for each SK phase and fiducial
volume region. “Conv.” refers to the conventional fiducial volume while
“Add.” refers to the additional fiducial volume.

with one tagged neutron proportionally. This systematic is assumed to be correlated

between the SK IV-V phases.

Multi-Ring BDT Efficiency & Sample Migration: Uncertainties related to the Multi-

Ring BDT selection are calculated using a scale-and-shift procedure. The seven input

variables are scaled-and-shifted to fit the MC distributions to the data. Next, pseudo-

events, i.e., combinations of the seven input variables, are drawn from the fitted

distributions and classified according to the BDT. This procedure is repeated for

different values of the fitted ´ parameters to form a distribution of efficiencies for

combinations of ´ parameters. The change in the average efficiency for events drawn

from the post-fit distribution from the nominal efficiency, added in quadrature with

the width of the post-fit efficiency distribution, is taken as the systematic uncertainty.

An additional systematic uncertainty is computed using the scale-and-shift proce-

dure on the distribution of BDT scores themselves. The BDT score distribution for

each event type is fit to data assuming a true signal component, e.g., “true ¿e CC”,

and a background component. The change in signal event rate for each event type

for variations of the fitted ´ parameters, added in quadrature with the width of the
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distribution of signal event rates, is taken as an additional uncertainty.

Of the two Multi-Ring BDT uncertainties, the uncertainty computed by varying

the input variable distributions is the larger effect, and is approximately 2% to 10%,

depending on the SK phase and event type.

5.2.4 Oscillation Uncertainties

1–2 Mixing Parameters : Atmospheric neutrinos are relatively insensitive to the ¹12

and ∆m2
21 oscillation parameters. In this analysis, these are taken to be fixed to the

global best fit point, with 1Ã uncertainties listed in Table 1.2. The corresponding

change in event weight is calculated from a full three-flavor oscillation probability

framework, in which the numerator is the probability after the ±1Ã change and the

denominator is the oscillation probability assuming the central value. Chapter 6 will

discuss the impact of constraining ¹13 in a similar way.

Matter Effect : A conservative 6.8% uncertainty is assumed on the Earth matter

electron density, corresponding to the difference between the electron-to-proton ratio

of a pure iron core, Ne/Np ≈ 0.467, and a core of lighter elements, Ne/Np ≈ 0.5. A

+1Ã change in this uncertainty weights events by the ratio of oscillation probabilities

calculated with +6.8% electron density and the nominal density.

5.3 Analysis Procedure

Neutrino oscillation parameters are extracted from a fit of binned oscillated MC events

to atmospheric neutrino data. The fit involves two steps: First, oscillation probabil-

ities are calculated for each MC event given a set of oscillation parameters. Next,

the oscillated MC events are fit to the SK data by varying systematic uncertainties

to minimize a Ç2 statistic. Neutrino oscillation parameters are scanned over a fixed

grid, and the resulting map of best-fit Ç2 values at each grid point establishes a global
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Layer RMin. (km) RMax. (km)
Density
(g cm−3)

Atmosphere 6371 – 0

Crust 5701 6371 3.3

Mantle 3480 5701 5.0

Outer core 1220 3480 11.3

Inner core 0 1220 13.0

Table 5.7: Neutrino propagation layers and corresponding densities
used for calculating neutrino oscillation probabilities in this analysis,
based on a simplified PREM [44]. RMin. and RMax. refer to the radii of
the spherically-symmetric Earth model.

best-fit point and allowed regions of neutrino oscillation parameter space.

5.3.1 Oscillation Probability Calculation

Section 1.4.1 discussed the theoretical treatment for calculating neutrino oscillation

probabilities, both in a vacuum and in constant-density matter. These techniques

form the basis of calculating the oscillation probabilities of atmospheric neutrinos.

First, atmospheric neutrinos do not, in general, traverse constant-density matter;

they pass through layers of varying density, with the highest densities being near the

Earth’s core. The extension of oscillations along non-constant density baselines is

presented in [131]. The authors compute the oscillation probability along the entire

baseline by multiplying the oscillation probabilities for constant-density steps. This

can be written in a computationally-tractable form using the general matrix form of

the propagated mass eigenvectors, X, for neutrinos passing through a fixed matter

density,

X =
∑

k

[

∏

j ̸=k

2EHMatter −M2
j I

M2
k −M2

j

]

exp

(

−i
M2

kL

2E

)

(5.6)

where HMatter is given by Equation 1.15, and M2
i /2E are its eigenvalues. This defi-

nition allows the neutrino probability along a path of changing matter density to be
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written as

P (¿α → ¿β) =

∣

∣

∣

∣

∣

∣

(

U
∏

i

X(E, Äi, Li)U
 

)

αβ

∣

∣

∣

∣

∣

∣

2

, (5.7)

whereU is the PMNS matrix, and Li and Äi are the baseline and density of the ith step

respectively. This analysis assumes a spherically-symmetric Earth, such that the neu-

trino oscillation baseline, L, only depends on the zenith angle and production height,

i.e., it does not depend on the azimuth angle. The matter densities assumed for each

Earth layer are taken from a simplified Preliminary Reference Earth Model (PREM),

listed in Table 5.7. Neutrinos with zenith angles above the horizon propagate in air,

with negligible density.

The contribution of an individual muon or electron neutrino MC event to the

total number of predicted events after oscillations is calculated as the sum of the

event’s survival probability and the probability for a neutrino of the other flavor,

either electron or muon, to to oscillate to the event’s original flavor. Note that the

flavor ratio of muon and electron neutrinos in the atmospheric neutrino flux differs.

The flux difference must be corrected when computing the total oscillation probability

for an individual event, e.g.,

P (¿x → ¿e) = P (¿e → ¿e) +
Φνµ

Φνe

P (¿µ → ¿e) (5.8)

where Φν is the atmospheric neutrino flux, evaluated for each neutrino’s energy and

direction. Tau neutrinos are not intrinsic to the atmospheric neutrino flux; they

are simulated assuming the same flux as muon neutrinos and their contribution is

calculated as purely due to ¿µ → ¿τ and ¿e → ¿τ oscillations.

Path Length and Nearest-Neighbor Averaging

The oscillation probability calculated for low-energy neutrinos can change signifi-

cantly for small changes in path length and energy due to the L/E dependence of
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neutrino oscillations. Such rapid oscillation effects are not visible to SK due to the

finite energy and direction resolution of the reconstruction. However, if oscillation

probabilities are computed assuming exact knowledge of an event’s L and E, these

rapid oscillations can still be visible in the MC due to limited MC statistics. This

can create artifacts in the fitted allowed oscillation parameter regions where the MC

does not change smoothly, or even bias the fit result. While producing larger MC

sets is one solution, it is not computationally efficient. Instead, an averaging scheme

is developed to smooth out oscillation effects for low-energy neutrinos.

The averaging method considers both neutrino path length and energy averaging.

First, “neighbor” events are defined as MC events with the same neutrino flavor,

within the same analysis sub-sample, and with the same zenith angle bin. For each

event, the 20 neighbors with the nearest true neutrino energies are used to com-

pute an RMS energy, ERMS. The RMS energy defines five energy sampling points:

E − ERMS, E − ERMS/2, E, E + ERMS/2, E + ERMS. Next, because the neutrino pro-

duction height in the atmosphere depends on the neutrino energy, for each of the

five energies, 20 production heights are calculated and averaged over to determine an

average production height. Finally, each event’s oscillation probability is calculated

as the average of the five probabilities computed using the averaged energies and

corresponding averaged path lengths. More details are discussed in the thesis by R.

Wendell [132].

5.3.2 Fij Method

The Fij method incorporates the effect of systematic uncertainties by computing a

scale factor for the fractional change in the ith bin for a 1Ã change in the jth systematic

uncertainty source, referred to as an Fij. To calculate the Fijs, MC events are re-

binned after applying the +1Ã and −1Ã effect of each systematic uncertainty, then
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the Fij for each bin i is computed as:

Fij =
N

+1σj

i −N
−1σj

i

2N0
i

, (5.9)

where N
±1σj

i is the number of events in the ith bin after a ±1Ã change in the jth

systematic, and N0
i is the nominal number of events in the ith bin. Except for few

systematic uncertainty sources, the number of events after the change is found by

applying a weight to each MC event, then summing the weights in each bin. The

weights are calculated as:

Weight = 1± g(Eν , cos ¹z, . . . ), (5.10)

where g(. . . ) is the fractional increase or decrease due to a 1Ã change in the system-

atic. Each systematic uncertainty described in Section 5.2 implements a different g

depending on the true neutrino kinematics, interaction mode, reconstructed quanti-

ties, or analysis sample. The Fij’s impact on the number of events is linear, e.g., a

2Ã change in the jth systematic uncertainty will change the number of events in the

ith bin by (2Fij)%. Fijs may not decrease a bin’s event count below zero.

Regardless of the how the systematic uncertainty modifies the events, the Fij is

calculated using Equation 5.9. Figure 5·13 shows an example of the ¿τ CC cross

section uncertainty Fij calculation and its application. True ¿τ events in the MC

are re-weighted based on the ±1Ã values of the uncertainty, g = 25% for ¿τ , and 0

otherwise. The MC event counts in each bin are re-calculated after the re-weighting

to evaluate the Fij. The Fij can then be used to scale the counts in each analysis bin,

visualized for one analysis sub-sample in the right panel. Thus, the Fijs can modify

the number and distribution of the nominal MC events.
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Figure 5·13: Demonstration of the ¿τ CC cross section uncertainty,
applied to the multi-GeV single-ring e-like sample. Left: The system-
atic uncertainty varies the number of true ¿τ CC events, which populate
the various reconstructed momenta and zenith angle bin in the sample.
Right: The corresponding change in event rate in the whole sample
for a ±1Ã variation in the ¿τ CC component is shown as a function of
zenith angle, summing over all momentum bins.

5.3.3 Ç2 Calculation

The Ç2 statistic for comparing MC and data is derived assuming Poisson fluctuations

in the number of events in each bin. The probability of observing O counts from a

Poisson distribution with mean E is

P (O|E) =
e−EEO

O!
(5.11)

The likelihood for observing a particular configuration of counts, Oi, in n bins, each

with expected values, Ei, is therefore

L(E|O) =
n
∏

i=1

e−EiEOi

i

Oi!
(5.12)

The Ç2 statistic may then be formed from the log-likelihood ratio between a particular

configuration of Ei and the maximum-likelihood estimator, the Oi themselves, using
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Equation 5.12:

Ç2 = −2 log
L(E|O)

L(O|O)
= 2

n
∑

i

(

Ei −Oi +Oi log
Oi

Ei

)

(5.13)

To incorporate systematic uncertainties, the Fijs from each systematic uncertainty

are used to modify the expected counts in each bin,

Ei → Ei

(

1 +

nSyst.
∑

j

ϵjFij

)

(5.14)

where j indexes each systematic uncertainty parameter, and ϵj (with units of Ã) scales

the 1Ã effect of the jth systematic uncertainty. The ϵjs are added as penalty terms

to Equation 5.13 to form the complete Ç2 statistic:

Ç2 = 2
n
∑

i

[

Ei

(

1 +

nSyst.
∑

j

ϵjFij

)

−Oi +Oi log
Oi

Ei

(

1 +
∑nSyst.

j ϵjFij

)

]

+

nSyst.
∑

j

ϵ2j

(5.15)

Equation 5.15 may be minimized by observing that ∂Ç2/∂ϵj = 0 for all ϵjs at the

best fit point. This creates a system of equations which is solved numerically. More

details may be found in [133]. For this analysis, the Ç2 statistic is minimized at each

point in a grid of neutrino oscillation parameters, listed in Table 5.8. At each point,

the Eis in Equation 5.15 are the number of MC events in each bin after applying

oscillation probabilities.

5.4 Atmospheric Neutrino Oscillation Results

Fit results are presented using the ∆Ç2 with respect to the global best fit across all

oscillation parameters in both mass orderings. Figure 5·14 shows the 1D ∆Ç2 profiles

of each fitted oscillation parameter, where the value at each point is the minimum ∆Ç2

among all other oscillation parameters. The solid lines indicate the data fit result,

while the dashed lines show the sensitivity at the best-fit oscillation point, i.e., the
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Parameter Min. Max. Steps

sin2 ¹13 0.0 0.075 16

sin2 ¹23 0.3 0.775 20

∆m2
32 or ∆m2

31 (10−3 eV2) 1.2 3.6 25

¶CP 0 2Ã 21

Table 5.8: The oscillation point grid used for the atmospheric neutrino
analysis. Oscillation parameters are scanned in equally spaced steps,
including the minimum and maximum points listed in the table. The
grid is scanned twice, once for each mass ordering.

Ordering
∆m2

32,31

(10−3 eV2)
sin2 ¹23 sin2 ¹13

¶CP

(−π, π)

Ç2

930 bins

Ç2

Syst.

Normal 2.40+0.07
−0.09 0.45+0.06

−0.03 0.020+0.016
−0.011 −1.89+0.87

−1.18 1022.06 53.50

Inverted 2.40+0.05
−0.33 0.48+0.07

−0.05 0.010+0.021
−0.008 −1.89+1.32

−1.97 1027.29 53.57

Table 5.9: Best-fit neutrino oscillation parameters from the atmo-
spheric neutrino oscillation analysis. The uncertainties on each oscilla-
tion parameter are the ±1Ã allowed regions assuming a Ç2 distribution
with one degree of freedom. The second-to-last column shows the total
Ç2, while the last column shows the contribution to the Ç2 from the
193.00 systematic pull terms, cf. the final summation in Equation 5.15.

expected result from a fit to the nominal MC expectation. The dotted lines indicate

the critical values of the Ç2 distribution for one degree of freedom, corresponding to

the probability of obtaining a particular result.

The mass ordering preference is expressed as the ∆Ç2 between the best fits in the

inverted and normal orderings, ∆Ç2
I.O.−N.O.. For this atmospheric neutrino analysis,

the data fit prefers the normal ordering, with ∆Ç2
I.O.−N.O.= 5.23.

5.5 Discussion

The oscillation parameters measured using atmospheric neutrinos are in good agree-

ment with existing measurements from other experiments. The value of sin2 ¹23 is in
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Figure 5·14: 1D ∆Ç2 profiles of the fitted oscillation parameters for
the atmospheric neutrino oscillation analysis. The ∆Ç2 values are taken
with respect to the best-fit in the normal ordering, listed in Table 5.9.
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oscillation parameters. Solid line shows the result of the fit to SK
data, while the dashed lines show the fit to the nominal MC, assuming
the best-fit oscillation parameters. The dotted lines correspond to the
critical values of the Ç2 distribution with one degree of freedom, as a
measure of the probability of obtaining a particular result.
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the lower octant, sin2 ¹23 < 0.5, while the global average value is in the upper-octant.

However, upper-octant values are allowed at the 1Ã level, indicating no strong pref-

erence. The fitted value of sin2 ¹13 in the normal ordering agrees well with the global

measurement, which is dominated by reactor neutrino experiments. In the inverted

ordering, sin2 ¹13 is fit somewhat smaller. Both fits exclude sin2 ¹13 = 0 at the 1Ã level.

Recall that large values of sin2 ¹13 enhance the matter effect, which, in the normal

ordering, causes an increase ¿e appearance at multi-GeV energies. In the inverted

ordering large values of sin2 ¹13 predict an increase of ¿̄e. Therefore, the SK data fit

indicates ¿e appearance and relatively suppressed ¿̄e appearance.

The SK measured value of ¶CP is near −Ã/2 in both orderings, implying an excess

of ¿e appearance relative to ¿̄e appearance for neutrinos at both sub-GeV and multi-

GeV energies. However, ¶CP = Ã is allowed at the 1Ã level, which is consistent with

no vacuum neutrino-anti-neutrino oscillation differences. Note that the constraints

on ¶CP are weaker in the inverted ordering than in the normal ordering, as can be

seen in the top left panel of Figure 5·14. This is consistent with fewer anti-neutrinos

in the atmospheric neutrino sample: ¶CP induces smaller changes in the predicted

event rate by modulating ¿̄e appearance than ¿e appearance, so constraints on this

parameter are weaker.

The expected sensitivity to the neutrino mass ordering at the best-fit oscillation

parameters in the normal ordering is ∆Ç2
I.O.−N.O.= 1.8, visible as the height difference

at the smallest-∆Ç2 points between the dashed normal and inverted lines in any of

the panels in Figure 5·14. That the SK data result is in excess of the sensitivity calls

for additional interpretation. Several considerations to contextualize the results are

described below.

Mass ordering sensitivity for other parameters : The mass ordering sensitivity is highly

dependent on the values of sin2 ¹23, sin
2 ¹13, and ¶CP. Figure 5·15 shows the sensitivity
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for the mass ordering calculated assuming different values of oscillation parameters

allowed by the fit at 1Ã. Higher values of sin2 ¹23, higher values of sin
2 ¹13, and values

of ¶CP near −Ã/2 predict the largest ¿e appearance signal, and therefore the highest

sensitivity to rejecting the inverted mass ordering. Conversely, small values of sin2 ¹23

imply a small ¿e appearance signal, and values of ¶CP near +Ã/2 enhance the ¿̄µ → ¿̄e

independent of the mass ordering, further suppressing the normal ordering signal.

The range of sensitivity values includes the SK result for values of sin2 ¹23 allowed

at the 90% level, indicating that the difference from fitted data and sensitivity, while

in tension, could be resolved through better constraints on sin2 ¹23.

Normal mass ordering preference in the data: Recall that the mass ordering signature

is expected to be an excess of upward-going ¿e or ¿̄e events with a few GeV of energy.

For a true mass ordering signature, this pattern should be visible in the data. The

flux of multi-GeV ¿e and ¿̄e atmospheric neutrinos is approximately symmetric above

and below the horizon, which motivates defining an asymmetry parameter to quantify

any excesses from upward-going events. Define:

Asymmetry =
Up−Down

Up + Down
, (5.16)

where “Up” and “Down” refer to the counts in each zenith angle bin below cos ¹z f

−0.4 and above cos ¹z g 0.4, respectively. Figure 5·16 shows the asymmetry parame-

ter for the eight FC multi-GeV e-like samples, plotted as a function of the momentum

estimator for each sample. It can be seen that, in nearly all bins where the MC pre-

dicts a higher asymmetry in the normal ordering, the SK data agrees with or is in

excess of the prediction. The full zenith angle distributions for each momentum bin

are provided in Appendix A. In summary, the excess mass ordering preference com-

pared to the expectation originates from an unlikely configuration of observed counts

in the signal bins of this analysis.
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Figure 5·15: Sensitivity to the mass ordering, ∆Ç2
I.O.−N.O., as a func-

tion of sin2 ¹23. The width of the band corresponds to the minimum and
maximum sensitivity for different combinations of the ¶CP and ∆m2

32

oscillation parameters contained at the 90% confidence level for the
nominal sensitivity with ¹13 constrained, cf. Section 6.1. The width of
the band is primarily set by variations in ¶CP.

Note that the ¿̄e-enhanced samples still contain a background of ¿e events. This

is noticeable where, for example, in the SK I-III multi-GeV ¿̄e sample, the normal

ordering predicts a larger asymmetry than in the inverted ordering. The equivalent

SK IV-V sample, which has a smaller background of ¿e contamination due to utilizing

neutron tagging information, does not show this feature as strongly. This is an

additional verification that the neutron tagging information is improving the purity

in those samples.

Distribution of ∆Ç2
I.O.−N.O.

: When comparing two hypotheses, the significance of a
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GeV e-like samples, where the sensitivity to the neutrino mass ordering
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∆Ç2 statistic can be estimated by taking its square root, i.e., the number of stan-

dard deviations is Ã ≈
√

∆Ç2. This originates from Wilks’ Theorem [134] which

postulates that, for large sample sizes, the log-likelihood ratio between two hypothe-

ses approaches a Ç2 distribution, with degrees of freedom equal to the difference in

degrees of freedom between the hypotheses. Crucially, this theorem only applies to

hypotheses which are “nested,” i.e., one hypothesis contains additional parameters

relative to the other. A näıve application of Wilks’ Theorem to the atmospheric neu-

trino fit results in
√
5.23 = 2.29 Ã, but this is generally not valid because the normal

and inverted mass orderings are not nested hypotheses.

A more robust method for estimating the significance of the observed ∆Ç2
I.O.−N.O.

is to simulate its distribution directly by randomly fluctuating the bin counts, known

as “toy” data sets. This approach has the following steps:

1. Generate toy data sets by fluctuating the statistics in each bin and fluctuating

the nominal values of the systematic uncertainties.

2. Fit each data set to the normal and inverted mass ordering scenarios to generate

a distribution of ∆Ç2
I.O.−N.O. statistics.

3. Compute the p-value of the SK data, assuming the measured ∆Ç2
I.O.−N.O. is

drawn from this distribution.

While the above procedure is straightforward, it is also computationally-intensive.

In general, if the p-value is expected to be small, which is likely for a data result

which exceeds its median sensitivity, it will depend on the tails of its underlying dis-

tribution. This is the case for the mass ordering analysis: A previous SK analysis

[38] used several thousand toy data sets to estimate the mass ordering p-value from

a toy data ∆Ç2
I.O.−N.O. distribution. Further, for each data set, the SK analysis soft-

ware calculates a Ç2 at each point in the full multi-dimensional oscillation parameter
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space. The number of points is further multiplied by a factor of two when computing

∆Ç2
I.O.−N.O., since oscillation parameters in both mass ordering scenarios need to be

scanned. Fitting thousands of toy data sets at each point on a multi-dimensional

parameter grid quickly becomes infeasible.

To speed up the calculation of ∆Ç2
I.O.−N.O., toy data sets are fit using a procedure

which utilizes that the ∆Ç2
I.O.−N.O. calculation only requires knowledge of the best-fit

point in each ordering and not the fit result at every point in the oscillation grid.

The fitting procedure calculates the Ç2 at several points on the oscillation grid as

before, then extrapolates to estimate which point will have a smaller Ç2 value based

on the gradient (slope) of the ∆Ç2 values between the fitted points and the points’

distances in the grid. This algorithm converges on the best-fit point much faster than

the exhaustive search of the entire grid. To avoid cases where the gradient estimation

leads to a local minimum best fit, the algorithm employs a stochastic annealing [135]

routine which re-tries the fit at a randomly-selected nearby point after finding a

minimum. A stop condition ensures a finite number of re-tries. This approach is

found to be 20 to 30 times faster than the full oscillation parameter grid scan for

computing ∆Ç2
I.O.−N.O..

Figure 5·17 shows the distribution of ∆Ç2
I.O.−N.O. from the fitted toy data sets

generated assuming a true normal and true inverted mass ordering4. The SK data

fit result is shown as a solid line at ∆Ç2
I.O.−N.O. = −5.69. The probability that

the observed SK data fit result would be more extreme, given the distribution of

∆Ç2
I.O.−N.O. from the toy data fits, is the p-value: For the normal ordering, the p-

value is the area to the right of the data result, i.e., the fraction of toy data sets

with larger ∆Ç2
I.O.−N.O. values. Similarly, for the inverted ordering, the p-value is

the area to the left of the data result. The data result corresponds to a p-value of

p = 9.1× 10−3 ≈ 2.36 Ã assuming the inverted ordering, while the p-value calculated

4This toy study was performed for the analysis with θ13 constrained, see Section 6.1.
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from the measured ∆Ç2
I.O.−N.O. value assuming Wilks’ Theorem is

√
5.69 ≈ 2.39 Ã.
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Figure 5·17: Distribution of ∆Ç2
I.O.−N.O. from toy data sets and p-

values in the SK atmospheric neutrino oscillation analysis with ¹13 con-
strained. The blue and orange histograms represent the distributions
of ∆Ç2

I.O.−N.O. extracted from fits to toy data sets generated assuming
the normal and inverted mass orderings, respectively. The filled area to
the right of the blue histogram, and to the left of the orange histogram,
represent the probability of obtaining a less likely result than the data
in each ordering.

Once the p-value is obtained from the simulated ∆Ç2
I.O.−N.O. distribution, there

is one additional correction which is relevant when testing mutually-exclusive hy-

potheses such as the neutrino mass ordering. Even though the ∆Ç2
I.O.−N.O. statistic

indicates a preference for the normal mass ordering over the inverted ordering in the

SK data, the excess preference over the expected sensitivity indicates that it does

not necessarily agree with the normal ordering either. One way of incorporating the

level of agreement from both hypotheses is to correct the p-value used to reject the
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inverted ordering by the p-value of accepting the normal ordering, known as the CLs

statistic [136],

CLs =
pI.O.

1− pN.O

(5.17)

The CLs statistic is widely used throughout particle physics experiments to ensure

that results are not overstated when comparing two hypotheses. The CLs value from

the p-values shown in Figure 5·17 is CLs = 0.077, i.e., a rejection of the inverted

mass ordering at 92.3% ≈ 1.43 Ã. This result is better aligned with the expected

sensitivity of the experiment than the significances obtained from Wilks’ Theorem

and the uncorrected p-value.
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Chapter 6

Adding External Constraints

The neutrino mass ordering measurement presented in Chapter 5 is inherently limited

by SK’s ability to simultaneously determine all neutrino oscillation parameters. This

chapter considers two extensions to the atmospheric-only analysis: constraints from

reactor neutrino experiments on the value of sin2 ¹13, and constraints on sin2 ¹23,

∆m2
32, ¶CP, and the mass ordering itself, from T2K data.

6.1 Constraints on ¹13

As discussed in Section 1.5.2, reactor neutrinos experiments measure ¹13 by observing

¿̄e disappearance. The stringent constraint on sin2 ¹13 from reactor experiments stems

from high statistics, pure ¿̄e fluxes, and minimal dependence on other oscillation

effects. The current best measurements are provided by the Daya Bay [137], RENO

[138], and Double-Chooz [139] experiments, and give an average measurement of

sin2 ¹13 = 0.0220± 0.0007 [51].

To incorporate the measurement of sin2 ¹13 into the SK atmospheric neutrino os-

cillation analysis, oscillation probabilities are computed assuming sin2 ¹13 = 0.0220,

and a new systematic uncertainty is introduced. The systematic uncertainty varies

sin2 ¹13 at its ±1Ã value, and calculates the corresponding change in oscillation prob-

abilities for all MC events. The change in event rate is then used to form an Fij (see

Section 5.3.2) which can be varied in the fit in the same way as the other systematic

uncertainties.

167



Parameter Min. Max. Steps

sin2 ¹23 0.3 0.725 35

∆m2
32 or ∆m2

31 (10−3 eV2) 1.0 4.9 40

¶CP 0 2Ã 37

Table 6.1: The oscillation point grid used for the SK analysis with
sin2 ¹13 constrained. Oscillation parameters are scanned in equally
spaced steps, including the minimum and maximum points listed in
the table. The grid is scanned twice, once for each mass ordering.

The ¹13-constrained analysis analysis uses a new oscillation parameter grid when

fitting to increase the number of points scanned for ∆m2
32, sin

2 ¹23, and ¶CP. The

new grid definition is shown in Table 6.1. All other aspects of the analysis remain

unchanged.

6.1.1 Results

The 1D profiles of the fitted oscillation parameters in the ¹13-constrained analysis are

shown in Figure 6·1. The 2D profiles of ∆m2
32 or ∆m2

31 versus sin2 ¹23 are shown in

Figure 6·2. The best-fit oscillation parameters are listed in Table 6.2. The normal

mass ordering preference is ∆Ç2
I.O.−N.O. = 5.69, an increase of 0.46 compared to the

atmospheric-only analysis. The constraint on ¶CP has improved, and unlike in the

atmospheric-only analysis, ¶CP has similar constraints in both orderings, due to the

removed degree of freedom. Constraints on both sin2 ¹23 and ∆m2
32 are unchanged,

since the constraints on these parameters are largely driven by ¿µ disappearance,

which is not as sensitive to sin2 ¹13 as ¿e appearance.

An increase is mass ordering preference is expected, given that the atmospheric-

only best-fit in the inverted ordering preferred a smaller value of sin2 ¹13 than 0.0220.

The same caveats discussed in Section 5.5 apply to the ∆Ç2
I.O.−N.O. value obtained

in the ¹13-constrained analysis: The number of standard deviations estimated from

Wilks’ Theorem,
√
5.69 ≈ 2.39 Ã, is generally an overestimate of the significance, and
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Figure 6·1: 1D ∆Ç2 profiles of the fitted oscillation parameters for
the SK analysis with sin2 ¹13 constrained. The ∆Ç2 values are taken
with respect to the best-fit in the normal ordering, listed in Table 6.2.
The meaning of the colors, solid and dashed curves, and dotted lines is
the same as in Figure 5·14.
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Figure 6·2: 68% and 90% confidence level allowed regions of ∆m2
32

or ∆m2
31 and sin2 ¹23 for the SK analysis with sin2 ¹13 constrained. The

regions are drawn assuming a Ç2 distribution with two degrees of free-
dom for the Left: normal andRight: inverted mass ordering scenarios.
The ∆Ç2 values are taken with respect to the best-fit in each ordering,
indicated by a cross, and listed in Table 6.2. Note that no values of the
oscillation parameters in the inverted ordering are allowed at the 90%
confidence level with respect to the best-fit in the normal ordering.
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Ordering
∆m2

32,31

(10−3 eV2)
sin2 ¹23

¶CP

(−π, π)

Ç2

930 bins

Ç2

Syst.

Normal 2.40+0.07
−0.09 0.45+0.06

−0.03 −1.75+0.76
−1.25 1022.06 53.55

Inverted 2.40+0.06
−0.12 0.45+0.08

−0.03 −1.75+0.89
−1.22 1027.75 53.54

Table 6.2: Best-fit neutrino oscillation parameters from the SK anal-
ysis with sin2 ¹13 constrained. The uncertainties on each oscillation
parameter are the ±1Ã allowed regions assuming a Ç2 distribution with
one degree of freedom.

neglects the mutual exclusivity of the two mass ordering scenarios. Recalling the

results of Section 5.5, the CLs value obtained from the p-values shown in Figure 5·17

is CLs = 0.077, corresponding to a rejection of the inverted mass ordering at 92.3% ≈

1.43 Ã.

Figure 6·3 shows a comparison of the measurements of ∆m2
32 and sin2 ¹23 from the

¹13-constrained analysis with measurements from other oscillation experiments. The

figure compares contemporary neutrino oscillation experiments which are sensitive to

¿µ disappearance with similar L/E combinations as SK. Of the experiments shown,

both SK and IceCube use atmospheric neutrinos, although IceCube reconstructs neu-

trinos with higher average energies than SK, ∼ 10GeV to 300GeV. The NOvA and

T2K experiments measure ∆m2
32, sin

2 ¹23, and ¶CP using neutrino beams, where the

neutrino baseline is known exactly, and the energy spectrum is much narrower than

for atmospheric neutrinos. These features allow NOvA and T2K to set more precise

measurements on ∆m2
32 than SK and IceCube. Measurements of these two parame-

ters are consistent between the various experiments. Notably, all experiments have a

best-fit oscillation in the normal ordering, although the other experiments are not as

sensitive as SK to the mass ordering. Of the four experiments, only SK has a best-fit

value of sin2 ¹23 in the lower octant (sin2 ¹23 < 0.5), but its 90% allowed region spans

both octants, and contains all other best-fit points.
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Figure 6·3: 2D 90% allowed regions of sin2 ¹23 and ∆m2
32 neutrino

oscillation parameters from contemporary neutrino oscillation experi-
ments, analyzed assuming sin2 ¹13 is constrained. The best-fit values of
sin2 ¹23 and ∆m2

32 are indicated with markers. The IceCube contours
are from [140], the NOvA contours are from [141], and the T2K con-
tours are from [142].

6.2 Constraints from T2K

As demonstrated by the ¹13-constrained analysis, we can improve the SK mass order-

ing measurement further by introducing constraints on other oscillation parameters.

The oscillation parameters sin2 ¹23, ∆m2
32, and ¶CP have all been measured more pre-

cisely by the NOvA and T2K experiments than by SK, suggesting possible improve-

ments. While additional systematic uncertainties could be introduced to implement

these constraints, similarly to the ¹13-constrained fit, the T2K experiment provides

a unique opportunity to obtain an even better measurement. Because T2K records

neutrino interactions within the SK detector, variations in the neutrino interaction

uncertainties produce a simultaneous effect in both the atmospheric neutrino predic-

tion and in the T2K beam neutrino prediction. This means that a combined analysis
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of SK and T2K data has the added benefit of improved constraints on neutrino inter-

action uncertainties, in additional to complementary sensitivity to oscillation effects.

The SK and T2K collaborations have historically analyzed their data indepen-

dently, with each choosing simulation tools, cross section models, and fitting tech-

niques to best suit their experimental signatures. This thesis will discuss the im-

plementation of T2K data into the atmospheric neutrino analysis using SK software

and simulation tools, and publicly-available information from T2K publications only.

This has the advantage of using the most recent SK analysis techniques and data,

but also has limitations which will be discussed in Section 6.3.5. Separately from the

work presented in this thesis, collaborators from both SK and T2K are working to

formally analyze SK and T2K data using the resources of both collaborations. The

formal SK-T2K joint analysis will unify the reconstruction software, interaction mod-

els used in simulation, and perform its fit using the full reconstruction information of

both SK and T2K data events, all of which are beyond the scope of this thesis.

6.2.1 The T2K Experiment

This section will discuss the T2K experiment’s sensitivity to neutrino oscillation ef-

fects and the components of the T2K experiment. An overview of the T2K experiment

is shown in Figure 6·4. There are three main components: the neutrino beam pro-

duction site at the J-PARC accelerator complex in Tokai, Japan, a series of near

detectors which monitor the beam and perform cross section measurements, and the

far detector, SK, described in detail in Chapter 2.

Neutrino Oscillations with T2K

The T2K experiment uses a 99%-pure muon neutrino beam to precisely measure

∆m2
32 and ¹23 through muon neutrino disappearance, and ¹13 and ¶CP through elec-

tron neutrino appearance. The neutrino beam travels along a 295.3 km baseline near
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Figure 6·4: Overview of the T2K experiment. The neutrino beam
produced at J-PARC passes through a series of near detectors, then
propagates through the Earth towards Super-Kamiokande (SK). Figure
is adapted from [143].

Earth’s surface. Neglecting matter effects, which are small for T2K, the muon neu-

trino survival probability, including the sub-leading effects of nonzero ¹13, is approx-

imately

P (¿µ → ¿µ) ≈ 1−
(

cos4 ¹13 sin
2 2¹23 + sin2 2¹13 sin

2 ¹23
)

sin2

(

1.27
∆m2

32L

E

)

(6.1)

and is equivalent for anti-neutrinos. The electron neutrino appearance probability,

including the effects of ¶CP, is approximately[144]:

P (¿µ → ¿e) ≈ 4|T µe
3 |2sin2 ∆31 + 8|T µe

2 ||T µe
3 |sin∆31 sin∆21 cos (∆32 + ¶CP) , (6.2)

where T µe
3 = 1

2
sin 2¹13 sin ¹23e

iδCP , T µe
2 ≈ 1

2
sin 2¹12 cos ¹13 cos ¹23. The squared mass

differences are absorbed into ∆ij ≡ 1.27∆m2
ijL/E. For T2K baseline and typical

neutrino energies, oscillation effects due to sin2 ∆21 are small, and have been neglected.

The largest effect is given by the sin2 ∆31 term. The second term, referred to as

the “interference” term, has a relative amplitude of ∼ 20%. The interference term

crucially depends on ¶CP and the sign of ∆31. Because |∆m2
32|≈ |∆m2

31|, there is

a degeneracy in the interference term under interchange of ¶CP → Ã − ¶CP and the

normal, ∆31 > 0, and inverted, ∆31 < 0, mass orderings. The degeneracy is lifted
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for certain values of ¶CP by invoking matter effects: Although the T2K neutrino

beam experiences smaller matter effects than atmospheric neutrinos passing near the

Earth’s core, the matter effects can enhance the neutrino appearance probability

further than through ¶CP alone. In particular, the combination of ¶CP = −Ã/2 and

the normal ordering increases the electron neutrino appearance probability higher

than for any value of ¶CP in the inverted ordering.

Examples of the electron neutrino appearance probabilities, calculated as a func-

tion of neutrino energy for the fixed T2K baseline and matter density, are shown

in Figure 6·5. The curves are drawn with matter effects which, while small, allow

T2K to probe different combinations of ¶CP and the neutrino mass ordering. Some

combinations of ¶CP and the mass ordering are easier to distinguish than others: The

left panel shows a pessimistic case, where the effect of different values of ¶CP is degen-

erate with the mass ordering. The right panel shows a best-case scenario, where, if

¶CP = −Ã/2, the normal and inverted mass ordering predict a few-percent difference

in the electron neutrino oscillation probability at the peak T2K beam energy.

Both the muon neutrino disappearance and the electron neutrino appearance chan-

nels are crucial for T2K’s ability to constrain neutrino oscillation parameters. The

muon neutrino disappearance channel is largely unaffected by matter effects and the

effects of ¶CP, and so helps to constrain flux and cross section uncertainties some-

what independently of the electron neutrino appearance channel. In addition, the

muon neutrino disappearance constrains ∆m2
32 and sin2 ¹23 better than the electron

neutrino appearance channel due to increased statistics.

Neutrino Beam

The T2K neutrino beam begins at the J-PARC accelerator complex which accelerates

31GeV protons onto a carbon target. Proton interactions in the target produce show-

ers of pions and hadrons, which are focused through a series of three electromagnetic
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Figure 6·5: Electron neutrino appearance probabilities versus neu-
trino energy for the T2K baseline. Left: If ¶CP is near Ã/2, the effect
of the mass ordering is degenerate with similar values of ¶CP. Right:
For ¶CP = 3Ã/2, the appearance probability is maximized in both or-
derings, but the normal ordering further enhances the probability.

horns. The direction of the current in the horns determines whether positively- or

negatively-charged hadrons are focused, referred to as forward horn current (FHC)

for positively-charged hadrons, or reverse horn current (RHC) for negatively-charged

hadrons. The hadrons then propagate in 96m decay volume where they decay into

neutrinos. The most numerous hadrons are pions, which decay into muon neutrinos

and muons in FHC mode, or anti-neutrinos and anti-muons, in RHC mode. The sec-

ondary muons are absorbed by a beam dump placed after the decay volume, resulting

in a 99% pure muon neutrino or anti-neutrino beam which propagates towards SK.

The T2K beam is directed 2.5◦ off-axis from the SK detector. The off-axis angle

reduces the overall neutrino flux, but enhances the flux in the narrow energy range

most sensitive to oscillation effects for T2K’s baseline. The neutrino energy as a
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Figure 6·6: Neutrino energy spectrum from pion decay in flight from
Equation 6.3. At off-axis angles (¹ ̸= 0◦), a large range of pion energies
produce similar neutrino energies.

function of off-axis angle can be calculated from relativistic kinematics:

[(Eπ, p⃗π)− (Eν , p⃗ν)]
2 = (Eµ, p⃗µ)

2

=⇒ m2
π − 2EπEν + 2|p⃗π||p⃗ν |cos ¹ = m2

µ

=⇒ Eν =
m2

π −m2
µ

2(Eπ − 2|p⃗π|cos ¹)
, (6.3)

where ¹ is the angle between the pion and neutrino in the lab frame, and |p⃗ν |≈ Eν .

The neutrino energy dependence on the pion energy is plotted for different angles

in Figure 6·6. At off-axis angles, the outgoing neutrino energy spectrum is much

narrower than the on-axis case.

The unoscillated T2K neutrino flux observed at SK is shown for both FHC and

RHC modes in Figure 6·7, per 1021 protons on target (POT). The contamination

of “wrong-sign” neutrinos, e.g., anti-neutrinos in FHC mode and neutrinos in RHC

mode, is larger for the RHC flux due to the smaller anti-neutrino cross section. Elec-

tron neutrino contamination is also present due to kaons produced from proton in-
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Figure 6·7: Neutrino flux prediction at SK from the T2K neutrino
beam, before oscillations. Left: FHC, neutrino mode and Right:
RHC, anti-neutrino mode.

teractions in the target.

Near Detectors

The T2K neutrino beam passes through a detector complex 280m downstream of

the T2K target before arriving at SK. These near detectors monitor properties of

the beam and measure neutrino interaction cross sections with higher statistics than

is available at SK. A key feature of the near detectors is that they observe an un-

oscillated neutrino flux: Neutrinos observed at the near detectors have not traveled

a sufficient distance to have appreciable oscillation effects. The combination of un-

oscillated near detector data and oscillated far detector data helps to resolve the

effects of flux and cross section models from oscillation parameters. The two primary

near detectors are INGRID, an on-axis beam line monitor, and ND280, an off-axis

high-resolution tracking detector. These detectors are described in detail in [143] and

are summarized here.

INGRID monitors CC ¿µ interactions to characterize the T2K beam profile and
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intensity. INGRID consists of 14 detector modules arranged in a cross, which view

sections of the beam within a 10m × 10m transverse area. The T2K beam center

passes through two modules placed at the center of the cross. Each detector module

consists of alternating iron plates and scintillator panels. Muon neutrino interactions

in the iron plates create muons which leave tracks in the scintillator panels, which can

be reconstructed. Veto panels installed on the outside of each module ensure cosmic

muons entering from outside the modules are rejected. INGRID observes a sufficient

number of interactions to monitor the beam center with a precision of 10 cm each day.

ND280 is a multi-purpose detector which monitors the flavor composition, ener-

gies, and interaction rates of neutrinos from the T2K beam. The ND280 detector is

placed on the same off-axis angle as SK, such that it observes the same flux of neu-

trinos as SK. The ND280 detector is surrounded by a magnet and consists of several

sub-systems within. First, the T2K beam passes through a detector optimized for

observing NC processes which produce Ã0s, i.e., ¿ + N → ¿ + N + Ã0 +X. The Ã0

detector consists of alternating water targets and scintillator panels. Next, the beam

passes through two alternating combinations of fine-grained detectors (FGDs) and

time projection chambers (TPCs). This section of the detector identifies the flavor

and energy of neutrino interactions using high-resolution tracking information and

the magnetic field to separate particles based on electric charge and calculate their

momenta. The FGDs provide the interaction target and vertex information, while the

TPCs are used for PID and momentum reconstruction. The TPCs contain argon gas,

and ionization charge from particle traversals is drifted towards wire planes which

produce an image of the track.

The ND280 data is analyzed as additional samples as part of the T2K experiment’s

neutrino oscillation measurement. ND280 events are selected based on the number of

pions in FHC mode, or the number of tracks in RHC mode. The different samples are
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enhanced for different interaction modes, e.g., the zero-pion sample in FHC mode,

and one-track sample in RHC mode, are pure in CCQE interactions.

T2K Event Selection & Reconstruction at SK

T2K events at SK must pass a series of reduction cuts to ensure reliable event recon-

struction and remove NC events which are backgrounds to the oscillation analysis.

Beam timing information is used to trigger SK at the time of arriving T2K events,

which significantly reduces the number of cosmic muon and low-energy contamina-

tion. T2K events must fall within a [−2, 10] µs window of the beam signal, and beam

signals must not occur within 100 µs of cosmic muon triggers at SK.

Selected T2K events are reconstructed using the fitqun algorithm, described in

detail in [77]. Like apfit, described in Section 3.2, fitqun reconstructs the number,

momenta, and PID of Cherenkov rings, and counts the number of decay electrons.

Unlike apfit, fitqun reconstructs events by iteratively updating a likelihood func-

tion using trial combinations of particle types and kinematics which produce expected

configurations of hit PMTs. The likelihood function is expressed as:

L(Γ, ¹) =
Unhit
∏

j

Pj(Unhit|µj)
Hit
∏

i

[1− Pi(Unhit|µi)]× fq(qi|µi)ft(ti|Γ, ¹), (6.4)

where Γ represents a particular particle hypothesis, e.g. “single ring e-like”, and ¹ is

a set of the particle’s kinematic variables. The products compare the light pattern

using the probabilities of registering a hit, Pi, of both “unhit” and “hit” PMTs. For

hit PMTs, the probability also includes the charge likelihood, fq(qi, µi), where qi is

the observed charge and µi is the expected charge, and a likelihood for the observed

hit time, ft(ti|Γ, ¹), where ti is the observed hit time.

Unlike the SK analysis, T2K uses the reconstructed particle information to esti-

mate the energy of the neutrino. The neutrino energy estimation relies on two features
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of T2K beam neutrinos which are not present for atmospheric neutrinos: First, the

direction of T2K neutrinos is known exactly, since all neutrinos arrive from the di-

rection of the beam. Second, the T2K flux has a sharp peak for neutrino energies

near 600MeV, where the CCQE process has the largest cross section. By knowing

the beam direction and assuming CCQE interactions, the neutrino energy can be

estimated using the outgoing lepton kinematics as

ERec.
ν =

2mN,iEl −m2
l +m2

N,f −m2
N,i

2(mN,i − El + |p⃗l|cos ¹l)
, (6.5)

where mN,i and mN,f are the initial and final nucleon masses, El is the lepton energy,

p⃗l is the lepton momentum, and ¹l is the angle of the lepton with respect to the

neutrino direction. mN,i is typically the effective nucleon mass after subtracting the

nucleon removal energy (NRE), i.e., the average energy required to free the nucleon

from the nucleus.

The distribution of true neutrino energy bias due to ERec.
ν , computed using the

true lepton direction and energy, is shown in Figure 6·8. The bias distribution for

CCQE events is peaked around zero, while non-CCQE interactions have broader

distributions with longer tails at negative values. This tails reflect that Equation 6.5

does not account for additional particles in the event.

6.3 T2K Model

This thesis presents a combined SK and T2K analysis using an effective description

the T2K experiment’s flux, cross section models, event selections, and systematic

uncertainties, referred to as the “T2K model”. The T2K model presented in this

thesis is an upgrade to the previous T2K model described in [38], and is based on a

description of the more recent T2K Runs 1–9 analysis presented in [144]. The T2K

Runs 1–9 analysis uses data collected with 1.494 × 1021 POT in FHC mode, and
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Figure 6·8: Expected ERec.
ν bias for the different neutrino interactions

present in the oscillated T2K FHC flux. The distributions show the
nominal MC prediction of the T2K model before any event selections.
The oscillation probabilities are computed using the parameters listed
in Table 6.3.

1.635× 1021 POT in RHC mode. Compared to the previous T2K model, the present

model includes twice as much data in FHC mode, an additional sample in FHC mode,

and, for the first time, a description of two anti-neutrino-enhanced samples in RHC

mode.

The T2K model re-weights the existing SK atmospheric neutrino MC events to

produce T2KMC events distributed according to T2K’s flux and nominal cross section

models. In the final analysis, the T2K model MC, together with binned T2K data,

are added as extra samples in the fit alongside the SK atmospheric neutrino samples.

6.3.1 Flux Re-weighting

To use the atmospheric neutrino MC as a prediction for T2K events, the T2K model

re-weights each atmospheric neutrino MC using the predicted flux ratio between the
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Parameter Value

sin2 ¹12 0.304

sin2 ¹13 0.0212

sin2 ¹23 0.528

∆m2
21 (10−5 eV2) 7.53

∆m2
32 (10−3 eV2) 2.509

¶CP 4.682

Ordering Normal

Table 6.3: Nominal oscillation parameters used by the T2K model.
The values are the same as in Table III from [144].

T2K flux and the Honda atmospheric neutrino flux. While the T2K flux is a 1D

function of energy, the Honda flux is expressed as a function of both the zenith

angle, ¹z and the azimuthal angle, ϕ. The corresponding weight for each atmospheric

neutrino MC event is:

wα(Eν , ¹z, ϕ) ∝
ΦT2K,β(Eν)

ΦHonda,α(Eν , ¹z, ϕ)
, (6.6)

where ³ and ´ indicate neutrino flavors. For muon neutrino events, ³ = ´ = ¿µ, while

for electron neutrino events, the weights are computed both for intrinsic, ³ = ´ = ¿e,

and appearance, ³ = ¿e, ´ = ¿µ, oscillation channels. Each electron neutrino MC

event is arbitrarily assigned to either the intrinsic or appearance channel, and the

relative contribution of each is corrected in the next step. Because the T2K flux of

electron neutrinos is small relative to that of muon neutrinos, ¿e → ¿µ oscillations

are a negligible contribution and are not considered. Flux weights are computed for

all atmospheric neutrino MC events with energies from 0.1GeV to 10GeV.

An example re-weighting from the Honda flux to the T2K flux is shown in Fig-

ure 6·9. The figure shows events generated at a fixed direction according to the Honda

flux, which typically has a falling-exponential shape, while the T2K flux has a peaked

shape near Eν ≈ 600MeV. The weights change the relative frequency of the events
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Figure 6·9: T2K model flux re-weighting demonstration, using at-
mospheric neutrino MC events generated according to the Honda flux
at a fixed direction. The lower panel shows the ratio between the re-
weighted events and the T2K flux distribution.

generated according to the Honda flux to match the T2K flux. Note that because the

MC events were generated according to the Honda flux, the MC statistics decrease

with increasing energy.

6.3.2 Normalization

As described in Chapter 4, 500 years of atmospheric neutrino MC is generated for

the SK analysis. To re-weight the atmospheric neutrino MC to meaningful units

for T2K, the T2K model applies a normalization to each oscillation channel. The

normalizations are calculated by dividing the expected event rate of neutrinos with

energies between 0.1GeV to 10GeV by the total number of T2K flux-weighted MC
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Flux Cross Section
Events/22.5 kt/1021 POT

FHC RHC

Φνµ Ãνµ 1480.45 210.24

Φνµ Ãνe 1562.20 216.80

Φνe Ãνe 28.90 8.90

Φν̄µ Ãν̄µ 45.15 344.94

Φν̄µ Ãν̄e 46.71 362.87

Φν̄e Ãν̄e 2.54 6.25

Table 6.4: Un-oscillated event rates at SK, used by the T2K model for
normalizing the SK MC, following Equation 6.7. The T2K fluxes are
from [144], and the total cross sections are computed using the neut

version 5.4.0 default configuration.

events in a fixed volume, i.e., the flux-weighted events are normalized to

Nx ∝
10GeV
∫

0.1GeV

Ãα(Eν)× Φβ(Eν)dEν (6.7)

where Ãα(Eν) is the total interaction cross section for neutrino flavor ³, and Φβ(Eν)

is the T2K flux for neutrino flavor ´. For the ¿µ → ¿µ and ¿e → ¿e channels, ³ = ´,

while for the ¿µ → ¿e channels, the cross section index ³ = ¿e, and the flux index

´ = ¿µ. The conventional 22.5 kt fiducial volume, computed as Avogadro’s number

multiplied by neut’s cross section units and the fiducial volume mass, 6.022× 1023 ·

10−38·22.5×109, sets the proportionality. The expected event rates for each oscillation

channel are listed in Table 6.4. The event rates were calculated using the T2K fluxes

from [144] and the total cross sections of the default neut 5.4.0 configuration.

After the normalization, the near detector constraints on the T2K flux are applied

as an additional scaling. The constraint changes the normalization of each flavor in

fixed energy ranges of the FHC and RHC fluxes. The values applied as part of the

T2K model are listed in Table 6.9.
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6.3.3 Cross Section Re-weighting

Following the flux re-weighting and normalization, the remaining differences between

the T2K model MC events and the nominal MC prediction of the T2K Runs 1–

9 analysis are due to differences in the neutrino interaction cross section models,

discussed below.

1p1h: For the nominal simulation of 1p1h interactions, the T2K analysis uses an RFG

model with MQE
A = 1.13GeV/c2 and Fermi momentum pF = 205MeV/c, while the

SK analysis uses an LFG model (see Section 4.2.1). The T2K model implements a

scheme to resolve the differences between the RFG and LFG models, as well as other

features of the T2K nominal 1p1h simulation. This is a crucial step of reproducing

the T2K MC because the distribution of lepton kinematics from 1p1h interactions

has the largest impact on the predicted distribution of ERec.
ν for T2K events.

The T2K model 1p1h re-weighting method is similar to the method used to cal-

culate shifts in MQE
A for the purposes of evaluating systematic uncertainties (see

Section 5.2.2). The weight is calculated as the ratio of the double-differential cross

sections, d2Ã/dELepd cos ¹Lep, between the T2K nominal RFG model and the SK nom-

inal LFG model, for each event’s lepton kinematics and neutrino energy. However,

this is an imperfect approach: There are some combinations of lepton angles and en-

ergies which have non-zero cross sections in one model but are zero, or very small in

the other. Attempting to calculate the cross section ratio for these combinations can

lead to large or undefined weights. Further, the neut implementation of the LFG

model relies on a random number generator to calculate the double-differential cross

section; the cross section is calculated for neutrino interactions at multiple, randomly

selected radii within the nucleus, and averaged. The randomization leads to vari-

ations in the calculated double-differential cross section which should not be taken

literally.
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Figure 6·10: Ratios of double-differential 1p1h cross sections com-
puted using the T2K nominal RFG model and the neut default LFG
model. The color scale indicates the weight, and weights above 2
are not differentiated. No smoothing or averaging has been applied.
Cross sections are for muon neutrinos. Left: Eν = 600MeV. Right:
Eν = 1GeV.

Example 1p1h double-differential cross section ratios are shown for fixed neutrino

energies in Figure 6·10. The figure shows the double-differential cross section ratios in

the areas of phase space where the RFG and LFG models overlap. The x-axis of each

panel shows the fraction of the neutrino energy carried by the outgoing lepton, and

the y-axis shows the cosine of the lepton direction with respect to the true neutrino

direction. The T2K nominal RFG model predicts smaller energy fractions for the

outgoing lepton, as can be seen by the large weights on the left-hand edges and small

weights on the right-hand edges of either panel. The T2K nominal RFG model also

predicts leptons more aligned with the direction of the neutrino compared to the LFG

model, indicated by the large weights near cos ¹Lep ≳ 0.5. The double-differential cross

section ratios are not smooth due to the random number generator used in computing

the LFG cross sections.

To stabilize the RFG-LFG re-weighting, the T2K model implements the following

corrections when computing the weights: (i) a cutoff weight is defined, such that
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weights above a certain threshold are set to 0. (ii) The double-differential cross

sections are averaged over nearby regions of phase space before taking the ratio.

(iii) The double-differential cross section in regions of non-overlapping phase space

is integrated, and applied as an overall correction to preserve the total cross section

after re-weighting. The corrections from (iii) are ∼ 1%.

A demonstration of the 1p1h re-weighting is shown as a function of the total

neutrino cross section for muon neutrinos in Figure 6·11. The left panel shows the

“out-of-the-box” agreement between the total T2K RFG cross section model after

re-weighting LFG events by the double-differential cross section ratio computed by

neut with no further corrections1. The right panel shows the result after the T2K

model corrections are applied. The level of agreement before the corrections is poor

at several energies, while, for the T2K model, the level of agreement in the total cross

section is within a few percent for energies relevant to T2K.

The T2K nominal 1p1h model also includes RPA corrections which modify the

cross section as a function of q2. In the T2K analysis, the default neut RPA correc-

tions from the Nieves model are replaced with an effective function based on Bernstein

polynomials, referred to as “BeRPA”. The function is given in [144] as

f(x) =















A(1− x′)3 + 3B(1− x′)2x′ + 3p1(1− x′)x′2 + Cx′3, x < U

1 + p2 exp(−D(x− U)), x g U

(6.8)

where x ≡ q2 and x′ = q2/U . The coefficients p1 and p2 are set to enforce continuity

1In neut 5.4.0, a software bug results in the LFG total cross section being shifted by 50MeV in
neutrino energy, cf. the N1p1h::IntegralCrossSection function included in neut. This also needs
to be corrected as part of the re-weighting if events are generated according to this function, and
so it is partially responsible for the poor agreement at low energies in the left panel of Figure 6·11.
The bug has been fixed in more recent versions of neut, and never affected the double-differential
cross sections.
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Figure 6·11: LFG to RFG re-weighting demonstration from the T2K
model. Neutrino interactions (grey points) are generated according
to the LFG model (blue line), then re-weighted by the ratio of the
double-differential cross sections between the T2K RFG model and the
LFG model. The black data points show the events after re-weighting.
The red line shows the total cross section for the T2K RFG model.
The lower panels show the ratio of events to the predicted total cross
section before re-weighting (blue points) and after re-weighting (red
points). Left: The result of the re-weighting using the raw values from
neut. Large weights cause irregularities for some events. Right: The
level of agreement in the total cross section with corrections applied by
the T2K model.

for changes in the other parameters,

p1 = C +
UD(C − 1)

3
, (6.9)

p2 = C − 1. (6.10)

The parameters A, B, C, D, and U are set to nominal values in the T2K analysis,

then constrained by the fit to the near detector data2. This function is implemented

2The BeRPA values are listed for “A”, “B”, “D”, “E”, and “U” in Table XXV of [144]. The “D”
value corresponds to the “C” parameter, and the “E” value corresponds to the “D” parameter in
Equation 6.8.
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Figure 6·12: The “BeRPA” parametrization of the RPA correction
used in the T2K analysis and re-implemented as part of the T2K model.
The x-axis is the four-momentum transfer, q2, and the y-axis shows the
correction factor applied to bound-nucleon CCQE MC events.

within the T2K model, and it is applied as a correction to CCQE interactions with

bound nucleons. The function is shown for the pre-fit and ND280 post-fit values from

the T2K analysis in Figure 6·12.

2p2h: Both the T2K analysis and the SK analysis use the same 2p2h model, discussed

in Section 4.2.1. However, the T2K analysis introduces an extra parameter to control

the relative amount of the quasi-elastic and ∆-baryon-like resonance components of

the 2p2h model. The parameter is then fit in the T2K analysis including the T2K

near detector data. This parameter is not available in the default version of neut,

and its implementation is not yet publicly available. Therefore, the T2K model does

not re-weight 2p2h events.

Resonant pion production: Both the SK and T2K analyses use the same resonant

single pion production models, although there are differences in the nominal values of
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MRes
A , C5

A, and I 1

2

. The T2K model re-weights the atmospheric neutrino MC events

using the double-differential cross section ratio between the two sets of parameters.

This is the same method used to computing the shift in neutrino event weights due

to uncertainties in the resonant pion production parameters, discussed in Section 5.2.

Coherent pion production: The T2K analysis and the SK analysis use the same coher-

ent pion production models. The T2K analysis also implements relative normalization

parameters for the CC and NC coherent pion production processes. The T2K model

implements these parameters by scaling the weight of these processes.

DIS: At T2K energies, DIS events are only a small fraction of the total event rate, so

these are not re-weighted, despite slightly different treatment between SK and T2K.

Event Selection

The T2K oscillation analysis includes five single-ring samples: FHC e-like, FHC µ-

like, FHC CC 1Ã-like, RHC e-like, and RHC µ-like. The FHC and RHC e-like and

µ-like samples target CCQE interactions by selecting a events with a single, e-like

ring with no decay electrons, or a single µ-like ring with zero or one decay electrons.

The FHC CC 1Ã-like sample selects single-ring e-like events with one decay electron.

This is the expected final state for a neutrino CC interaction which produces a Ã+

below Cherenkov threshold3.

Events in all samples must pass quality cuts, analogous to the SK atmospheric

neutrino reduction. The visible energy, EVis, must be larger than 30MeV, and the

maximum number of OD hits in a single OD cluster must be smaller than 15. Events

must also be contained within a fiducial volume. While the SK fiducial volume is

defined by a fixed, minimum vertex distance to the ID walls, the T2K fiducial volume

3In RHC mode, the equivalent anti-neutrino interaction produces a π
− which is likely to be

absorbed before decaying.
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Selection 1-ring µ-like 1-ring e-like
0 d.e.

CC 1Ã
(FHC Only)

Dist. from wall (cm) > 50 > 80 > 50

Dist. to wall (cm) > 250 > 170 > 270

PID Λe
µ < 0.2pe Λe

µ > 0.2pe

Momentum (MeV/c) > 200 > 100

Decay electrons f 1 0 1

NC Ã Rejection Λπ+

µ < 0.15pµ Λπ0

e < 175− 0.875mγγ

ERec
ν (MeV) – < 1250

Table 6.5: Summary of reduction steps for the five single-ring samples
in the T2K analysis. The µ-like and e-like with zero decay electron
samples are identical in FHC and RHC mode. The definition of Λα

β

is given in Equation 6.11. This table is reproduced from Table IV of
[144].

is defined by both the vertex distance to the wall, “dwall,” and the vertex distance to

the wall along the fitted direction of the ring, “towall.” The combination of dwall

and towall allows events with vertices closer to the wall to be kept in cases where

the Cherenkov ring is pointed away from the nearest wall. The chosen cut values

for the fiducial volume are separately optimized for each sample, and are listed in

Table 6.5. Events with multiple rings and two or more decay electrons are not used

in the T2K Runs 1–9 analysis. The distribution of the number of rings, and the

distribution of decay electrons, for events which pass the fiducial volume cuts are

shown in Figure 6·13 and Figure 6·14, respectively.

The remaining single ring events are further separated based on their PID char-

acteristics. The T2K analysis separates events using the likelihood ratio between the

different particle hypotheses considered by fitqun, expressed as

Λα
β ≡ log

Lα

Lβ

(6.11)
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Figure 6·13: Number of rings distribution for T2K model MC events
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Figure 6·15: fitqun e-µ discriminator distribution for T2K model
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The figures show the equivalent distributions to Figure 17 from [144].

where ³ and ´ are one of e±, µ±, Ã± or Ã0. T2K separates µ- and e-like rings using

a momentum-dependent cut, Λe
µ − pe/5MeV/c > 0 for e-like, and µ-like otherwise,

where pe is the fitqun fitted momentum assuming the electron hypothesis. The e/µ

separation condition is visualized in Figure 6·15. Selected µ-like events then must

have a reconstructed momentum pµ > 200MeV/c, while e-like events must have a

reconstructed momentum pe > 100MeV/c.

The T2K analysis rejects NC backgrounds by separating µ-like events from charged

pions, and e-like events from neutral pions. The separation conditions are based on

the fitqun likelihood ratios,

(µ-like) Λπ+

µ − 6pµ/40MeV/c < 0 (6.12)

(e-like) Λπ0

e − 175 + 35mγγ/40MeV/c2 < 0 (6.13)

where mγγ is the reconstructed invariant mass of two photon rings, assuming a Ã0

hypothesis. The distributions of the µ/Ã± and e/Ã0 discrimination variable are shown
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Events shown have passed all other cuts of the µ-like reduction. The
figures shows the equivalent distributions to Figure 21 from [144].

in Figure 6·16 and Figure 6·17, respectively.

The last selection requires that ERec.
ν < 1250MeV for the e-like samples. Electron

neutrinos above this energy do not add sensitivity to the ¿e appearance signal. When

computing ERec.
ν via Equation 6.5, T2K uses the proton and neutron masses, and an

NRE value of 27MeV, for the initial and final nucleon masses. For the CC 1Ã sample,

since a resonant pion production process is assumed, T2K instead uses the mass of

the ∆ baryon for the nucleon masses and an NRE value of 0.

Tables 6.6–6.8 list the number of re-weighted atmospheric neutrino MC events

remaining after each reduction step for each of the five T2K samples. The numbers

in the penultimate row of each table show the accepted signal and background events

remaining after all reduction steps. For comparison, the final row of each table lists

the number of MC events from the T2K analysis in parentheses.

The final T2K model MC distributions of the five T2K samples are shown in

Figure 6·18 and Figure 6·19. The three e-like samples are have 10 ERec.
ν bins each from
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¿µ + ¿̄µ ¿e + ¿̄e ¿ + ¿̄ ¿µ → ¿e ¿̄µ → ¿̄e
FHC e-like CC CC NC CC CC

FC and FV 643.69 40.73 199.14 80.72 0.75

Single particle 324.62 23.18 40.50 70.03 0.61

Electron like 6.72 23.12 22.19 69.79 0.61

pe > 100MeV/c 2.76 23.02 14.94 68.84 0.61

No decay-e 0.65 19.68 12.68 62.42 0.60

Erec < 1250MeV 0.26 10.23 8.23 60.43 0.44

Not Ã0 0.11 9.56 4.11 58.30 0.40

T2K (0.27) (8.79) (4.21) (58.53) (0.38)

RHC e-like

FC and FV 311.24 21.33 87.64 5.75 10.00

Single particle 168.00 12.08 18.06 4.40 8.94

Electron like 2.14 12.06 9.83 4.39 8.91

pe > 100MeV/c 1.14 12.03 6.74 4.35 8.88

No decay-e 0.27 10.80 5.73 3.81 8.83

Erec < 1250MeV 0.11 4.73 3.70 3.17 8.30

Not Ã0 0.05 4.35 1.71 3.00 7.81

T2K (0.13) (3.70) (2.40) (2.65) (7.37)

Table 6.6: Nominal T2K model MC e-like event counts after each
reduction step. The top and bottom portions of the table show the
numbers in the FHC and RHC samples, respectively. Counts are shown
with oscillations applied, calculated using the parameters listed in Ta-
ble 6.3. The final row, labeled “T2K” shows the numbers from the T2K
analysis, listed in Table V from [144].
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Figure 6·17: fitqun e-Ã0 discriminator distribution for T2K model
MC events in Left: FHC and Right: RHC modes. Events with scores
< 0 are selected; events with positive scores are rejected as NC-like.
Events shown have passed all other cuts of the e-like reduction. The
figures show the equivalent distributions to Figure 20 from [144].

¿µ + ¿̄µ ¿e + ¿̄e ¿ + ¿̄ ¿µ → ¿e ¿̄µ → ¿̄e
FHC CC 1Ã-like CC CC NC CC CC

FC and FV 645.95 41.48 203.37 80.86 0.75

Single particle 320.52 23.33 40.61 69.91 0.61

Electron like 6.78 23.28 22.78 69.71 0.61

pe > 100MeV/c 2.74 23.17 15.18 68.71 0.61

1 decay-e 1.32 3.15 1.85 6.34 0.01

Erec < 1250MeV 0.29 1.06 0.66 5.84 0.00

Not Ã0 0.12 0.97 0.33 5.54 0.00

T2K (0.16) (0.93) (0.38) (5.64) (0.01)

Table 6.7: Nominal T2K model MC CC 1Ã-like event counts after
each reduction step. The counts are calculated using the oscillation
parameters listed in Table 6.3. The final row, labeled “T2K” shows the
numbers from the T2K analysis, listed in Table VI from [144].
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¿e + ¿̄e ¿ + ¿̄ ¿µ + ¿̄µ ¿µ ¿̄µ
FHC µ-like CC NC CC non-QE CCQE CCQE

FC and FV 116.84 194.59 349.91 241.05 15.18

Single particle 90.76 39.69 77.86 220.76 13.94

Muon like 0.27 18.30 73.73 217.62 13.87

pµ > 200MeV/c 0.27 18.10 73.70 217.41 13.87

0 or 1 decay-e 0.27 17.65 48.77 215.41 13.79

Not Ã+ 0.26 8.43 46.87 212.47 13.58

T2K (0.08) (8.31) (36.75) (210.64) (12.18)

RHC µ-like

FC and FV 34.45 85.58 191.78 50.62 82.86

Single particle 24.25 17.68 45.53 43.97 78.26

Muon like 0.05 8.20 40.21 43.69 77.55

pµ > 200MeV/c 0.05 8.12 40.17 43.68 77.52

0 or 1 decay-e 0.05 7.90 31.52 43.04 77.19

Not Ã+ 0.05 3.57 29.08 42.38 76.14

T2K (0.02) (3.89) (24.71) (35.36) (65.00)

Table 6.8: Nominal T2K model MC µ-like event counts after each re-
duction step. The counts are calculated using the oscillation parameters
listed in Table 6.3. The final row, labeled “T2K” shows the numbers
from the T2K analysis, listed in Table VII from [144].
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[0, 1250]MeV, while the two µ-like samples have 30 ERec.
ν bins each from [0, 3000]MeV.

Combined, the five T2K samples add 90 bins to the fit. Events with ERec.
ν > 3000MeV

in the µ-like samples are consolidated in the last bin. The figures also show the binned

data counts from the T2K Runs 1–9 analysis, Figures 25-27 of [144].

6.3.4 Systematic Uncertainties

The T2K model implements several of the systematic uncertainties from [144]. For

the combined analysis with the SK atmospheric neutrino samples and the T2K model

samples, several of the systematic uncertainties described in Section 5.2 are replaced,

and several new uncertainties are added.

Flux Uncertainties : The flux uncertainties in the T2K analysis consist of 25 parame-

ters each for the FHC and RHC fluxes. These parameters change the normalization

of the flux in different energy ranges and for each of the neutrino flavors present in

the T2K beam. The T2K model implements a single flux uncertainty which varies all

50 of the flux parameters in each FHC and RHC mode from the T2K analysis by the

1Ã uncertainties simultaneously. The ±1Ã variations in each of the flux parameters

are listed in Table 6.9.

CCQE Uncertainties : The CCQE-related uncertainties described in Section 5.2.2 are

replaced in favor of the equivalent uncertainties from the T2K analysis. The follow

uncertainties from the SK analysis are not used: CCQE shape, CCQE normalizations

(both Sub-GeV and Multi-GeV), CCQE neutirno ratios (both ¿e/¿µ and ¿̄/¿). These

are instead replaced by the T2K uncertainties on the RFG Fermi momentum, pF , the

BeRPA parameters, and uncertainties on the ¿e/¿µ and ¿̄e/¿̄µ ratios. In addition, the

effect of a 1Ã change in MQE
A on CCQE MC events was re-computed using the T2K

post-fit central value and uncertainty.

2p2h Uncertainties : The T2K analysis implements uncertainties on the normalization
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Figure 6·18: ERec.
ν distributions for the final T2K model e-like MC

events, and corresponding T2K data counts. The MC includes the
effect of oscillations, computed with the parameters listed in Table 6.3.
The data are from [144] Figures 25 & 26. For the CC 1Ã sample,
the definition of ERec.

ν uses the mass of the ∆ baryon and no nucleon
removal energy.
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FHC
Flux

Energy
(GeV)

Value

¿µ [0.0 , 0.4] 1.01± 0.06

¿µ [0.4 , 0.5] 1.03± 0.05

¿µ [0.5 , 0.6] 1.02± 0.05

¿µ [0.6 , 0.7] 0.98± 0.04

¿µ [0.7 , 1.0] 0.93± 0.06

¿µ [1.0 , 1.5] 0.95± 0.05

¿µ [1.5 , 2.5] 1.02± 0.04

¿µ [2.5 , 3.5] 1.04± 0.05

¿µ [3.5 , 5.0] 1.03± 0.04

¿µ [5.0 , 7.0] 0.99± 0.04

¿µ [7.0 ,∞] 0.97± 0.05

¿̄µ [0.0 , 0.7] 0.98± 0.08

¿̄µ [0.7 , 1.0] 0.97± 0.05

¿̄µ [1.0 , 1.5] 0.98± 0.06

¿̄µ [1.5 , 2.5] 1.03± 0.06

¿̄µ [2.5 ,∞] 1.10± 0.07

¿e [0.0 , 0.5] 1.02± 0.05

¿e [0.5 , 0.7] 1.02± 0.04

¿e [0.7 , 0.8] 1.02± 0.04

¿e [0.8 , 1.5] 1.01± 0.04

¿e [1.5 , 2.5] 1.03± 0.04

¿e [2.5 , 4.0] 1.03± 0.04

¿e [4.0 ,∞] 1.03± 0.06

¿̄e [0.0 , 2.5] 1.04± 0.06

¿̄e [2.5 ,∞] 1.08± 0.12

RHC
Flux

Energy
(GeV)

Value

¿̄µ [0.0 , 0.4] 1.00± 0.07

¿̄µ [0.4 , 0.5] 1.01± 0.05

¿̄µ [0.5 , 0.6] 0.99± 0.05

¿̄µ [0.6 , 0.7] 0.97± 0.04

¿̄µ [0.7 , 1.0] 0.97± 0.05

¿̄µ [1.0 , 1.5] 0.99± 0.05

¿̄µ [1.5 , 2.5] 1.03± 0.04

¿̄µ [2.5 , 3.5] 1.06± 0.05

¿̄µ [3.5 , 5.0] 1.06± 0.07

¿̄µ [5.0 , 7.0] 1.04± 0.06

¿̄µ [7.0 ,∞] 1.00± 0.09

¿µ [0.0 , 0.7] 0.98± 0.07

¿µ [0.7 , 1.0] 0.99± 0.05

¿µ [1.0 , 1.5] 1.00± 0.05

¿µ [1.5 , 2.5] 1.05± 0.05

¿µ [2.5 ,∞] 1.04± 0.05

¿̄e [0.0 , 0.5] 1.01± 0.05

¿̄e [0.5 , 0.7] 1.00± 0.05

¿̄e [0.7 , 0.8] 1.00± 0.05

¿̄e [0.8 , 1.5] 1.01± 0.04

¿̄e [1.5 , 2.5] 1.04± 0.05

¿̄e [2.5 , 4.0] 1.04± 0.07

¿̄e [4.0 ,∞] 1.08± 0.13

¿e [0.0 , 2.5] 1.04± 0.05

¿e [2.5 ,∞] 1.04± 0.07

Table 6.9: List of T2K flux re-weighting and uncertainty parameters
implemented in the T2K model. The values scale the flux normalization
for each flavor in the given energy range. The values are from the
“ND280 postfit” columns of Tables XIII-XIV in [144].
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Figure 6·19: ERec.
ν distributions for the final T2K model µ-like MC

events, and corresponding T2K data counts. The MC includes the
effect of oscillations, computed with the parameters listed in Table 6.3.
The data are from [144] Figure 27.

of neutrino and anti-neutrino 2p2h events, as well as a separate parameter on the ∆-

baryon resonance component of 2p2h interactions. Since this final parameter is not

implemented in the T2K model, the 100% uncertainty on the normalization of 2p2h

processes from the SK analysis is used instead, as a conservative estimate.

Single Pion Production Uncertainties : The effects of a 1Ã change inMRes
A , C5

A, and the

I 1

2

parameter on resonant single-pion MC events, and the normalizations of both CC

and NC coherent pion MC events, were re-computed using the T2K post-fit central

value and uncertainty.

The SK resonant pion uncertainty model includes separate uncertainties on the

Ã±/Ã0 ratio and the ¿̄/¿ ratio from a comparison of single-pion production models.

The T2K analysis does not include these uncertainties directly in the fit. Instead,

the T2K analysis estimates the effect of using an alternative single-pion production

model from [145] on fitted oscillation parameters directly with toy data studies. These

the toy data studies involve simulations of both near and far detector data, and so
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are not reproducible using the T2K model. Due to this limitation, the original SK

uncertainties are kept in the fit as a conservative estimate of the model differences.

FSI+SI Uncertainties : Both the T2K analysis and the SK analysis use the same

models of FSI and SI processes implemented in neut, up to differences in the param-

eters, listed in Table 4.2 for the SK analysis. While it is possible to re-weight MC

events to resolve the parameter differences, the FSI uncertainty treatment between

SK and T2K is not compatible. For the T2K analysis, the FSI parameters are varied

as part of the fit, while in the SK analysis, the largest effect due to variations of fixed

parameter sets is used instead (see Section 5.2.2). In addition, the T2K fit treats

the variations of the different FSI parameters as correlated, and the correlations are

not published. As a result, the T2K model does not apply a re-weighting based on

the FSI parameters, and the FSI uncertainties from the SK analysis are used as a

conservative estimate.

NC Uncertainties : The T2K analysis places separate uncertainties on the normal-

ization of NC processes, including an independent normalization uncertainty on NC

processes producing a single photon, an important background to the ¿e appearance

search. These uncertainties replace the NC/CC ratio uncertainty used by SK.

Table 6.10 lists the cross section parameter values and uncertainties implemented by

the T2K model.

Reconstruction Uncertainties : The T2K analysis uses atmospheric neutrino events

to estimate reconstruction performance. The estimation is performed similarly to

the scale-and-shift procedure, described in Section 5.2.3. The T2K model imple-

ments reconstruction uncertainties on the e/µ discriminator distribution, the e/Ã0

discriminator distribution, and the µ/Ã+ discriminator distributions using the same

scale-and-shift procedure from the atmospheric-only analysis. Additionally, the T2K
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Parameter Value

MQE
A (GeV/c2) 1.13± 0.08

pF (MeV/c) 205± 15

BeRPA A 0.69± 0.06

BeRPA B 1.60± 0.12

BeRPA C 0.96± 0.13

BeRPA D 0.87± 0.35

BeRPA U 1.20± 0.10

C5
A 0.98± 0.06

MRes
A (GeV/c2) 0.81± 0.04

I 1

2

1.31± 0.26

¿e/¿µ Ratio 1.00± 0.03

¿̄e/¿̄µ Ratio 1.00± 0.03

CC Coherent Norm. 0.87± 0.28

NC Coherent Norm. 0.94± 0.30

NC 1µ Norm. 1.00± 1.00

NC Other Norm. 1.00± 0.30

Table 6.10: Cross section parameter values used for re-weighting and
calculating systematic uncertainties in the T2K model. The parameters
are a subset of those listed in the “ND280 Postfit” columns of Table
XXV from [144].

model performs the scale and shift procedure separately for events with zero, one,

and two decay electrons, and in each of six fiducial volume regions, defined by com-

binations of wall and towall. The detector regions are visualized in Figure 30 of

[144].

The energy scale uncertainty during the SK IV phase uses the same implementa-

tion as in the atmospheric analyses, described in Section 5.2.3. A 1Ã change in the

energy scale uncertainty for the SK IV phase simultaneously varies the reconstructed

momentum values of SK IV atmospheric neutrino MC events and T2K model MC

events in the combined fit.

The T2K analysis places an uncertainty on the NRE value used in the calculation
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of ERec.
ν . However, this uncertainty is not part of the fit. Similarly to the alternative

single pion production model uncertainty, T2K quantifies variations in NRE using a

toy data study, which includes the propagation of its effects from the near detector

data to the far detector data analysis. The result of the study showed that variations

of the NRE value assumed could produce some bias in the fitted value of ∆m2
32. To

account for the bias, the allowed range of ∆m2
32 was smeared after the T2K oscillation

fit. The smearing routine is not implemented within the T2K model, so the effects of

NRE are neglected. The added uncertainty on ∆m2
32 was reported as 0.041×10−3 eV2.

¿e Appearance Normalization Uncertainties : The T2K experiment’s sensitivity to ¶CP

and the neutrino mass ordering is driven by the total number of ¿µ → ¿e and ¿̄µ → ¿̄e

events, i.e., largely independent of reconstructed neutrino energy and the other fitted

oscillation parameters, sin2 ¹23 and ∆m2
32. An increase or decrease in the nominal MC

prediction of these electron neutrino appearance events can bias the fit result to be

more or less sensitive to ¶CP. Since the T2K model does not implement all features

of the T2K analysis, differences in the nominal MC predictions are expected.

The difference in the total number of electron neutrino appearance events in the

nominal MC predictions of T2K model and the T2K analysis was estimated by im-

plementing two additional features from the T2K analysis. For this uncertainty es-

timation only, the ratios between the near detector-constrained and default neut

values of the 2p2h normalization parameters and the FSI parameters were used to

re-weight T2K model events. The differences in nominal MC prediction between the

T2K model and T2K analysis after applying these weights is 5% for the total number

of ¿µ → ¿e events, and 2% for the total number of ¿̄µ → ¿̄e events. These differences

are taken as the 1Ã effects of two additional systematic uncertainties which indepen-

dently modify the normalization of electron and anti-electron neutrino appearance

events in the T2K model MC.
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6.3.5 T2K Model Performance & Limitations

The T2K model, fit to the binned 1D T2K Runs 1–9 data, and the T2K analysis,

produce ∆Ç2
I.O.−N.O. ∼ 3.6. The T2K model finds a best fit in the normal ordering,

with ∆m2
32 = 2.45 × 10−3 eV2, sin2 ¹23 = 0.55, and ¶CP = −1.74. These are within

the uncertainties of the fitted values from the T2K analysis, visualized as fractional

differences from the T2K analysis values in Figure 6·20. Note that the smaller uncer-

tainties on ∆m2
32 measured by the T2K model do not include the additional post-fit

uncertainty due to NRE added in the T2K analysis. Figure 6·21 shows the constraints

on ¶CP in the two neutrino mass ordering scenarios from the T2K analysis, Figure 54

of [144], and the T2K model, fit using the SK method, cf. Equation 5.15.
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Figure 6·20: 1Ã allowed oscillation parameter ranges from the T2K
model and T2K analysis. The T2K PRD 2021 values are taken from
the “NO” column of Table XV from [144].

While the T2K model successfully reproduces some aspects of the T2K analysis,

it has three primary limitations:

1. Lack of near detector description
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Figure 6·21: 1D ∆Ç2 profiles of ¶CP from the T2K model and T2K
analysis. Both ∆Ç2 profiles are drawn with respect to the best-fit point
in the normal ordering. The T2K PRD 2021 contours are taken from
Figure 54 of [144].

2. Differences in uncertainty treatment

3. Reliance on re-weighting

Lack of near detector description: The near detector data set is integral to the T2K

oscillation analysis, as it is jointly fit with the far detector samples to constrain the

flux and cross section models. The T2K model does not describe the T2K near detec-

tor data. Without a near detector description, the T2K model is unable to reproduce

the T2K toy data uncertainty studies, and cannot perform a simultaneous fit between

the T2K near detector, T2K far detector, and SK atmospheric data samples. Such a

simultaneous fit is desirable for a true joint analysis of all available data to assess the

degree of agreement in cross section models between each data set. The T2K model

assumes that the addition of SK atmospheric neutrino data would not significantly
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change the T2K near detector constraint. This assumption is based on the larger

uncertainties in reconstructing the energies of atmospheric neutrino events, originat-

ing from the wider energy range of the atmospheric neutrino flux than for the T2K

samples, and the unknown true neutrino direction. However, this assumption has not

been quantified for the T2K model analysis.

Differences in uncertainty treatment : Although the T2K model implements similar

uncertainties to those in the T2K analysis, the T2K analysis does not implement

its uncertainties using the Fij method of the SK analysis (see Section 5.3.2). In the

SK method, all uncertainty sources are uncorrelated, and the response of the Fijs

is linear. In the T2K analysis, uncertainty sources are correlated, and several have

non-linear responses in the fit. These differences create an interpretation issue when

comparing results between the T2K model and the T2K analysis, i.e., even if the T2K

model was able to perfectly reproduce the effect sizes of each systematic uncertainty,

the differences in fit method could still produce different allowed regions of neutrino

oscillation parameters.

Reliance on re-weighting : Re-weighting from a source distribution to a target distribu-

tion is only possible when the source distribution overlaps with the target distribution.

In the case of re-weighting SK events to T2K events, the atmospheric neutrino flux

overlaps the neutrino energy range of the T2K flux distribution, and the cross section

models used by each collaboration have similar phase-spaces. However, as discussed

in Section 6.3.3, the CCQE models do not have complete overlap, and so re-weighting

will necessarily be inaccurate. Further, even if there is overlap between the source

and target distributions, re-weighting events can lead to an undesirable dependence

on MC statistics: If the original MC set has few events in a region where the target

MC has many events, the weights may need to be large, amplifying any statistical

fluctuations present in the original MC. This is visible in Figure 6·9: The re-weighted
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events have statistical MC uncertainties according to the Honda flux, despite being

re-weighted on average to the T2K flux. The re-weighting issue is not severe for this

version of the T2K model, but the method would not work in general to convert

between other cross section and flux models.

The T2K and SK analyses also use different methods to draw allowed oscillation

parameter ranges. This means that the ∆Ç2 contours are expected to differ, indepen-

dent of the T2K model’s ability to reproduce the T2K analysis’ MC and systematic

uncertainties. The T2K analysis uses the marginalization technique: The likelihood

after fitting is integrated over all other parameters to draw the 1D projection. The SK

analysis, on the other hand, uses the profiling technique: The likelihood is maximized

over all other parameters, equivalent to taking the minimum ∆Ç2 value over all other

parameters. As pointed out in [146], the marginalization and profiling procedures

produce different contours when the fitted model has a non-linear dependence on the

parameters, as is the case for neutrino oscillation analyses. Generally speaking, the

profiling method, used to analyze results in this thesis, is more conservative.

Figure 6·21 shows the comparison of constraints on ¶CP from the T2K analysis,

drawn with the marginalization technique, and the T2K model fit, drawn using the

profiling technique used in the SK analysis. In the figure, the T2K model appears

slightly conservative, indicated by the smaller values of ∆Ç2 for some values of ¶CP.

Since the techniques used to draw the ∆Ç2 profiles differ, the conservative result of

the T2K model fit compared to the T2K analysis cannot be entirely attributed to

differences between the T2K analysis and the T2K model.

6.4 SK+T2K Model Results

In order to treat the cross section uncertainties as correlated between the T2K samples

and the atmospheric neutrino samples in the analysis, all samples must use the same
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Parameter Min. Max. Steps

sin2 ¹23 0.3 0.725 35

∆m2
32 or ∆m2

31 (10−3 eV2) 1.5 3.45 40

¶CP 0 2Ã 37

Table 6.11: The oscillation point grid used for the SK+T2K model
analysis with sin2 ¹13 constrained. Oscillation parameters are scanned
in equally spaced steps, including the minimum and maximum points
listed in the table. The grid is scanned twice, once for each mass
ordering.

cross section models. Consequently, the cross section re-weighting aspects of the

T2K model are also applied to the MC events used for the SK atmospheric neutrino

samples, and the Fijs are re-computed for the atmospheric neutrino bins using the

nominal prediction after the cross section re-weighting.

The SK+T2K model analysis maintains the constraint on ¹13. The oscillation grid

is also updated to increase the number of oscillation points scanned in a narrower

range of ∆m2
32 values, reflecting T2K’s improved precision in this parameter. The

oscillation parameter grid for the SK+T2K model analysis is listed in Table 6.11.

The 1D profiles of the fitted oscillation parameters are shown in Figure 6·22, and

the allowed 1Ã ranges for each of the parameters are listed in Table 6.12. Note that

the Ç2 values are computed for 1020 bins, increased from 930 bins in the atmospheric

analyses. The constraints on ¶CP, ∆m2
32, and sin2 ¹23 have all improved dramatically

compared to the atmospheric-only analyses, reflecting both the excellent precision of

the T2K experiment to measure these parameters, and the good complementarity of

the SK data with the T2K data. The normal mass ordering preference is ∆Ç2
I.O.−N.O. =

8.54, an increase of 2.85 compared to the atmospheric analysis with ¹13 constrained.

This increase is comparable to the T2K model’s ∆Ç2
I.O.−N.O. value when fit alone,

indicating very good agreement between the SK and T2K model preferences for the

normal mass ordering. The T2K model prefers ¹23 in the upper octant (sin2 ¹23 > 0.5).

210



Ordering
∆m2

32,31

(10−3 eV2)
sin2 ¹23

¶CP

(−π, π)

Ç2

1020 bins

Ç2

Syst.

Normal 2.40+0.06
−0.02 0.51+0.04

−0.04 −1.75+0.41
−0.59 1111.41 56.07

Inverted 2.40+0.02
−0.04 0.53+0.03

−0.04 −1.57+0.39
−0.43 1119.95 56.24

Table 6.12: Best-fit neutrino oscillation parameters in the combined
SK+T2K model analysis with sin2 ¹13 constrained. The uncertainties
on each oscillation parameter are the ±1Ã allowed regions assuming a
Ç2 distribution with one degree of freedom.

This is in slight tension with the atmospheric results, but the T2K constraints are

much stronger, bringing the SK+T2K model fitted value closer to the T2K model

preferred value of sin2 ¹23.

6.5 Discussion

The SK atmospheric and T2K beam neutrino samples are largely in agreement: Both

observe excess ¿e appearance, best explained by the normal ordering and values of

¶CP near −Ã/2. Like the atmospheric-only result, the T2K Runs 1–9 result from [144]

also exceeds its sensitivity for preferring the normal mass ordering, ∆Ç2
I.O.−N.O. ≈ 2.

This is consistent with T2K observing ¿e appearance in excess of the prediction from

the best-case scenario, ¶CP ∼ −Ã/2 with a further enhancement from matter effects

in the normal ordering.

The ∆Ç2
I.O.−N.O. result indicates a strong preference for the normal mass ordering.

Figure 6·23 shows the distribution of ∆Ç2
I.O.−N.O. values and corresponding p-values

for the SK+T2K model fit, cf. Section 5.5. The data fit result is shown as a solid

line at ∆Ç2
I.O.−N.O. = −8.54, and corresponds to a p-value of p = 5.5× 10−3 ≈ 2.54 Ã

assuming the inverted ordering. In contrast, the p-value calculated from the measured

∆Ç2
I.O.−N.O. value assuming Wilks’ Theorem is notably larger:

√
8.54 ≈ 2.92 Ã. The

SK+T2K model CLs value, following Equation 5.17, is CLs = 0.021. This value

211



π− /2π− 0 /2π π
CP

δ

0

5

10

15

20

25

30

35

40

45

50

2 χ
∆

SK I-V + T2K Runs 1-9 Model

Data  fit

MC expectation

Inverted

Normal

2 2.2 2.4 2.6 2.8
)2 eV

-3
 (10

32,31

2
m∆

0

5

10

15

20

25

30

35

40

45

50

2 χ
∆

68%

99%

0.35 0.4 0.45 0.5 0.55 0.6 0.65

23
θ2sin

0

5

10

15

20

25

30

35

40

45

50

2 χ
∆

Figure 6·22: 1D ∆Ç2 profiles of the fitted oscillation parameters for
the SK+T2K model analysis with sin2 ¹13 constrained. The ∆Ç2 values
are taken with respect to the best-fit in the normal ordering, listed in
Table 6.12. The meaning of the colors, solid and dashed curves, and
dotted lines is the same as in Figure 5·14.
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Figure 6·23: Distribution of ∆Ç2
I.O.−N.O. from toy data sets and p-

values in the SK+T2K model analysis with ¹13 constrained. The mean-
ing of the histograms is the same as in Figure 5·17.

corresponds to a rejection of the inverted mass ordering at 97.9% ≈ 2.03 Ã.

The benefit of shared systematic uncertainty on the oscillation fit is shown in

Figure 6·24. The figure compares the ¶CP ∆Ç2 profile from the SK+T2K model

fit, i.e., the upper- left panel from Figure 6·22, with the sum of ∆Ç2 profiles from

individual fits to the SK samples and the T2K samples. The combined analysis places

stronger constraints on ¶CP than the sum, indicating an improvement due to the effect

of shared systematic uncertainties.
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Figure 6·24: 1D ∆Ç2 profiles of ¶CP from the SK+T2Kmodel analysis,
fit as a combined data set and separately summed. The solid line is the
same as in the upper-left panel of Figure 6·22.
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Chapter 7

Conclusions

The neutrino mass ordering connects our understanding of fundamental neutrino

properties to far-reaching areas of physics. Discerning the mass ordering would fix

the neutrino’s role in cosmology, further motivate searches for neutrino-less double

beta decay experiments, and help us interpret the flux of neutrinos from supernova.

This thesis presented an analysis of the world’s richest atmospheric neutrino data

set for probing the mass ordering using neutrino oscillations. The Super-Kamiokande

(SK) experiment’s longevity, size, and detection technique make it uniquely well-

suited to search for the mass ordering signature. At the same time, disentangling

the signatures of the mass ordering from neutrino oscillations is complicated—the SK

data tell the following story:

• We observe neutrino oscillations, well-described by the three-flavor PMNS

paradigm, which are consistent with measurements from other sources of neu-

trinos.

• We observe an excess of upward-going electron neutrino-like events, with a few

GeV of energy.

• We don’t observe any excess of the equivalent anti-electron neutrino-like events.

The normal neutrino mass ordering scenario predicts this situation, while the inverted

neutrino mass ordering does not. It appears the answer is at hand. Not so fast.

215



The neutrino mass ordering is unlike other measurements in physics: Instead

of a mass or coupling, which could take a continuous range of possibilities, the mass

ordering is a discrete choice between two options. When we ask our data to choose one

or the other, unexpected results can happen. As this thesis showed, both the SK and

T2K experiments exceed their sensitivity. These excesses should not necessarily be

interpreted as stronger evidence for the normal ordering. Rather, the excesses result

from unlikely scenarios which should instead motivate us to ask more questions.

At the same time, the analysis of atmospheric neutrino data with the T2K model

demonstrated good agreement between the two data sets. This analysis observed

maximum electron neutrino appearance in both the atmospheric samples and beam

neutrino samples simultaneously, best explained by the combination of ¶CP ≈ −Ã/2

and the normal mass ordering. This result is intriguing because it requires consen-

sus between both naturally-produced atmospheric neutrinos and artificially-produced

beam neutrinos which are subject to different systematic effects. It also showcases

the benefits of performing the mass ordering analysis using atmospheric neutrino and

beam neutrino data collected in a single detector. The planned Deep Underground

Neutrino Experiment (DUNE) [147] and Hyper-Kamiokande experiments [148] will

have the opportunity to perform single-detector combined atmospheric and beam

neutrino analyses, and are recommended to do so!

While neither the atmospheric analysis nor the analysis including T2K constraints

obtain a sufficient 5 Ã (or even 3 Ã, depending on who you ask) statistical significance

to claim a discovery of the mass ordering, the outlook for the neutrino mass ordering

remains optimistic. If we are seeing hints of the normal mass ordering and values of

¶CP ≈ −Ã/2, then nature has made our job easy: This scenario in particular predicts

the largest electron neutrino appearance in neutrino oscillation experiments. Observ-

ing the electron anti-neutrino excesses expected in the inverted mass ordering would
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require much higher statistics, simply because anti-neutrinos interact less frequently.

Similarly, other values of ¶CP lead to degeneracies in the predicted signal between the

mass ordering and the other oscillation parameters.

The SK detector is currently operating with gadolinium in its water, which promises

to increase its ability to detect neutrons. As this thesis demonstrated, SK does bet-

ter at separating neutrinos and anti-neutrinos using neutrons. We expect further

sensitivity improvements to the mass ordering beyond increased statistics in a future

analysis using SK Gd data. There are also worldwide efforts to jointly analyze existing

neutrino data now underway. While the T2K model analysis presented in this thesis

is one such way of combining data sets, the SK, T2K, and NOvA collaborations are

already sharing data and jointly developing analysis techniques. These joint analyses

may bring us closer to a deeper understanding of neutrino oscillations and may even

definitively reveal the neutrino mass ordering within the next decade.
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Appendix A

Best-Fit Atmospheric Neutrino Samples

The following figures show the data and MC counts in the 930 atmospheric neutrino

bins used in the analyses presented in this thesis. The data counts are identical for

the atmospheric-only analysis, the atmospheric analysis with ¹13 constrained, and

the SK+T2K model analysis. The MC counts are shown with best-fit oscillation pa-

rameters and systematic uncertainty pulls (epsilons) from the atmospheric analysis

with ¹13 constrained, cf. Section 6.1. The MC counts are shown for both the normal

ordering (blue line) and the inverted ordering (orange line). While the inverted or-

dering fit is drawn in every figure, it is only visible in bins where the MC prediction

differs between the two orderings. Each figure also shows the 68% variation of the

MC prediction at the best-fit oscillation parameters from 1000 random throws of the

systematic uncertainties, indicated by grey shaded regions.

Figures either show the zenith angle distribution in each momentum bin for each

sample, or the momentum distribution for samples where there is only a single zenith

angle bin. The Up-µ through-going samples only use a single momentum bin. The

bin definitions are described in Section 5.1.4, and the momentum bin definitions are

listed in Table 5.1.
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Figure A·1: SK I-III Sub-GeV single-ring samples, and Sub-GeV sam-
ples with only a single zenith angle bin.
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Figure A·2: SK IV-V Sub-GeV single-ring samples.
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Figure A·3: SK I-III Multi-GeV single-ring samples.
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Figure A·4: SK IV-V Multi-GeV single-ring samples.
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Figure A·5: SK I-V Multi-GeV multi-ring samples.

223



SK I-V PC Stopping

1− 0.5− 0 0.5 1

zθcos

0

20

40

60

E
v
e
n
ts

[p (MeV)]<3.4
10

2.0<Log

1− 0.5− 0 0.5 1

zθcos

0

20

40

60
E

v
e
n
ts

[p (MeV)]>3.4
10

Log [p (MeV)]>3.4
10

Log

SK I-V PC Through-Going

1− 0.5− 0 0.5 1

zθcos

0

20

40

60

80

E
v
e
n
ts

[p (MeV)]<3.1
10

2.0<Log

1− 0.5− 0 0.5 1

zθcos

0

50

100

E
v
e
n
ts

[p (MeV)]<3.4
10

3.1<Log

1− 0.5− 0 0.5 1

zθcos

0

50

100

150

200
E

v
e
n
ts

[p (MeV)]<3.7
10

3.4<Log

1− 0.5− 0 0.5 1

zθcos

0

100

200

300

E
v
e
n
ts

[p (MeV)]>3.7
10

Log [p (MeV)]>3.7
10

Log

 StoppingµSK I-V Up-

1− 0.8− 0.6− 0.4− 0.2− 0

zθcos

0

50

100

E
v
e
n
ts

[p (MeV)]<3.4
10

3.2<Log

1− 0.8− 0.6− 0.4− 0.2− 0

zθcos

0

50

100

150

E
v
e
n
ts

[p (MeV)]<3.7
10

3.4<Log

1− 0.8− 0.6− 0.4− 0.2− 0

zθcos

0

50

100

E
v
e
n
ts

[p (MeV)]>3.7
10

Log [p (MeV)]>3.7
10

Log

 Through-goingµSK I-V Up-

1− 0.8− 0.6− 0.4− 0.2− 0
zθcos

0

500

1000

E
v
e
n
ts

Non-showering

1− 0.8− 0.6− 0.4− 0.2− 0
zθcos

0

100

200

E
v
e
n
ts

ShoweringShowering

Figure A·6: SK I-V PC and Up-µ samples.
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Appendix B

Best-Fit Systematic Uncertainties

This appendix provides listings of the fitted systematic error parameters (epsilons)

at the best-fit oscillation points in the normal and inverted orderings for the analyses

presented in this thesis, cf. Section 5.4, Section 6.1.1, and Section 6.4. Table B.1

lists the flux, cross section, and oscillation systematic uncertainties which are, with

the exception of the solar activity uncertainty, common to all SK phases. Table B.2,

Table B.3, and Table B.4 list the detector-related systematic uncertainties which

are fit independently for each SK phase. Dashes indicate that a systematic uncer-

tainty source is not used in a fit. In particular, the θ13 uncertainty is not used in

the atmospheric neutrino fit with no external constraints, and several cross section

uncertainties used in the SK atmospheric neutrino fits are replaced with alternative

uncertainties in the fit with the T2K model. The SK IV absolute energy scale un-

certainty simultaneously varies the atmospheric neutrino and T2K samples in the

SK+T2K model fit.
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Systematic

Uncertainty

Fit Value(σ)

SK Only SK+θ13 SK+T2K Model

Normal Inverted Normal Inverted Normal Inverted

Atmospheric ν Flux

Normalization

Eν < 1GeV 0.20 0.23 0.20 0.20 0.70 0.72

Eν > 1GeV 1.32 1.33 1.32 1.31 1.50 1.51

(νµ + ν̄µ)/(νe + ν̄e) ratio

Eν < 1GeV 0.46 0.44 0.44 0.44 0.27 0.16

1GeV < Eν < 10GeV −0.27 −0.20 −0.28 −0.34 −0.05 −0.04

Eν > 10GeV 0.82 0.80 0.82 0.83 0.61 0.61

νµ/ν̄µ ratio

Eν < 1GeV 0.09 0.08 0.09 0.09 0.10 0.07

Eν > 10GeV −0.10 −0.11 −0.10 −0.12 −0.11 −0.11

1GeV < Eν < 10GeV 1.33 1.35 1.32 1.30 1.30 1.30

νe/ν̄e ratio

Eν < 1GeV 0.22 0.26 0.24 0.22 0.54 0.64

Eν > 10GeV −0.38 −0.38 −0.38 −0.39 −0.30 −0.30

1GeV < Eν < 10GeV −0.09 −0.12 −0.08 −0.02 −0.10 −0.09

K/π ratio −1.08 −1.05 −1.09 −1.09 −0.99 −1.00

Up/Down Ratio 0.34 0.43 0.34 0.41 0.32 0.31

Horizontal/Vertical Ratio −0.11 −0.12 −0.11 −0.19 0.05 0.06

Relative Normalization

FC Multi-GeV −1.33 −1.32 −1.33 −1.29 −1.64 −1.64

PC+UPMU Stopping 0.31 0.35 0.31 0.29 0.54 0.54

Solar Activity

SK I −0.33 −0.33 −0.33 −0.33 −0.27 −0.27

SK II 0.19 0.18 0.19 0.18 0.14 0.14

SK III −0.23 −0.23 −0.23 −0.23 −0.24 −0.24

SK IV 0.13 0.14 0.14 0.14 0.12 0.12

SK V −0.10 −0.10 −0.10 −0.10 −0.08 −0.07

Neutrino path length −0.51 −0.44 −0.53 −0.42 −0.77 −0.81

CCQE

MQE
A −0.44 −0.42 −0.45 −0.45 −0.82 −0.86

pF — — — — 0.59 0.58

Shape 2.05 2.06 2.06 2.05 — —

Norm., Sub-GeV 0.86 0.83 0.83 0.83 — —

Norm., Multi-GeV 0.66 0.66 0.66 0.65 — —

ν/ν̄ Ratio 0.85 0.82 0.84 0.85 — —

Continued on next page
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Table B.1 – Continued from previous page

Systematic

Uncertainty

Fit Value(σ)

SK Only SK+θ13 SK+T2K Model

Normal Inverted Normal Inverted Normal Inverted

νµ/νe Ratio 0.74 0.77 0.74 0.73 0.41 0.40

2p2h Norm. −0.38 −0.40 −0.38 −0.36 −0.97 −0.96

BeRPA A — — — — 0.44 0.43

BeRPA B — — — — 0.55 0.53

BeRPA D — — — — 0.62 0.61

BeRPA E — — — — −0.02 −0.02

BeRPA U — — — — −0.04 −0.03

Single Pion Production

π0/π± Ratio −0.83 −0.84 −0.84 −0.84 −0.09 −0.09

ν̄/ν Ratio 0.13 0.17 0.14 0.13 0.69 0.70

MRes.
A −1.55 −1.53 −1.55 −1.55 1.10 1.09

C5
A 0.76 0.76 0.76 0.74 2.68 2.68

I 1

2

−0.91 −0.93 −0.91 −0.95 −0.94 −0.95

CC Coherent Norm. −0.20 −0.21 −0.19 −0.20 −0.23 −0.23

NC Coherent Norm. — — — — 0.63 0.64

NC π± Contamination 0.16 0.14 0.16 0.15 0.06 0.01

DIS

PDF Difference 1.13 1.13 1.14 1.17 0.82 0.83

World Average Difference 0.41 0.42 0.41 0.42 0.50 0.49

q2, W > 2GeV −0.30 −0.29 −0.30 −0.28 −0.38 −0.39

q2 (vec.), W < 2GeV 0.75 0.74 0.75 0.73 1.02 1.02

q2 (axi.), W < 2GeV −1.09 −1.11 −1.09 −1.08 −1.12 −1.11

q2 Norm., W < 2GeV −0.41 −0.41 −0.41 −0.40 −0.55 −0.55

Hadron Multiplicity 0.36 0.37 0.36 0.35 0.23 0.24

Neutrons

Multiplicity, Transverse p −0.31 −0.31 −0.31 −0.31 −0.23 −0.23

Generator Comparison 0.40 0.40 0.40 0.40 0.45 0.45

Neutron Tagging −0.22 −0.22 −0.22 −0.24 −0.42 −0.42

FSI

FSI Max. Set −0.06 −0.06 −0.06 −0.06 −0.10 −0.10

FSI Min. Set −0.01 0.00 −0.01 −0.01 0.14 0.14

Other Xsec.

NC/CC Ratio 1.83 1.81 1.83 1.85 — —

NC 1γ Norm. — — — — 0.03 0.03

NC Other Norm. — — — — 1.25 1.23

CC ντ Cross Section −0.07 0.03 −0.09 0.15 −0.18 −0.21

Continued on next page
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Table B.1 – Continued from previous page

Systematic

Uncertainty

Fit Value(σ)

SK Only SK+θ13 SK+T2K Model

Normal Inverted Normal Inverted Normal Inverted

Oscillation

∆m2
21 −0.01 −0.01 −0.01 −0.01 0.01 0.01

sin2 θ12 0.02 0.01 0.02 0.01 0.03 0.03

Matter effect 0.18 0.19 0.18 0.08 0.26 0.27

sin2 θ13 — — 0.01 0.03 0.25 0.22

T2K

Post-ND280 Flux — — — — −0.30 −0.33

νe Appearance Norm. — — — — 0.45 0.41

ν̄e Appearance Norm. — — — — 0.00 −0.01

Table B.1: Flux-, cross section-, and oscillation-related fitted system-
atic uncertainty parameters (epsilons) at the best-fit point for each of
the three analyses presented in this thesis.
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Systematic
Uncertainty

Fit Value (σ)
Normal Inverted

I II III IV V I II III IV V

Fiducial Volume −0.45 −0.13 0.62 −0.42 −0.28 −0.46 −0.13 0.62 −0.43 −0.28
FC Reduction −0.05 0.01 0.25 0.70 0.20 −0.05 0.01 0.25 0.71 0.20
PC Reduction 0.05 −0.53 0.00 −0.75 −0.25 0.05 −0.54 0.00 −0.76 −0.26
Up-µ Reduction 0.00 −0.11 0.23 0.12 0.01 0.00 −0.11 0.23 0.12 0.01
FC/PC Separation −0.22 0.05 −0.10 0.02 0.00 −0.22 0.05 −0.10 0.02 0.00
PC Stop/Through Separation
Top 0.39 −0.26 −0.28 −0.62 −0.28 0.39 −0.26 −0.27 −0.62 −0.27
Barrel 0.54 −0.35 −0.36 0.73 −0.60 0.54 −0.35 −0.35 0.74 −0.59
Bottom −0.58 0.01 −0.03 −0.32 −0.44 −0.58 0.01 −0.03 −0.31 −0.44

Ring Counting 0.54 0.42 0.22 −0.40 −0.23 0.55 0.42 0.22 −0.40 −0.23
Single-Ring PID −0.13 0.45 −0.74 1.02 0.15 −0.13 0.45 −0.74 1.03 0.15
Multi-Ring PID −0.21 0.60 −0.21 −0.93 0.20 −0.21 0.60 −0.21 −0.93 0.20
Non-ν Background
e-like 0.00 0.05 0.22 −0.03 −0.15 0.00 0.05 0.22 −0.03 −0.15
µ-like 0.53 0.32 0.19 −0.07 0.41 0.52 0.30 0.17 −0.11 0.39

Non-νe Background
Single-Ring 0.10 −0.56 0.01 0.14 −0.04 0.10 −0.56 0.01 0.13 −0.04
Multi-Ring 0.24 0.21 −0.32 −0.23 0.03 0.24 0.20 −0.33 −0.23 0.02

Two-Ring π0
−0.39 −0.02 0.00 0.57 −0.04 −0.39 −0.02 0.00 0.57 −0.04

Energy Scale
Absolute −0.12 −0.38 −0.05 −0.30 0.21 −0.12 −0.37 −0.04 −0.29 0.21
Up/Down 0.03 0.08 0.58 0.08 −0.27 0.06 0.10 0.59 0.12 −0.26

Decay-e Tagging −0.63 −0.22 0.00 0.19 0.87 −0.64 −0.22 0.00 0.21 0.89
Multi-Ring BDT
Efficiency −0.18 1.25 −0.09 0.06 0.29 −0.18 1.24 −0.09 0.05 0.28
Migration −0.10 0.16 0.10 0.39 0.08 −0.10 0.16 0.10 0.39 0.08

Up-µ
Path Cut −0.01 0.42 −0.34 −0.60 −0.37 −0.01 0.42 −0.34 −0.59 −0.37
Momentum Cut 0.01 0.04 0.48 −0.01 −0.10 0.00 0.04 0.49 0.00 −0.10
Separation

Stop/Through 0.00 0.02 0.08 −0.09 −0.12 0.00 0.03 0.08 −0.09 −0.11

Non-showering
Showering

1.65 −0.52 1.05 0.98 0.35 1.66 −0.52 1.05 0.98 0.36

Background Subtraction
Stopping 0.75 −0.63 −0.26 −0.56 −0.39 0.74 −0.63 −0.27 −0.56 −0.39
Non-showering −0.22 −0.24 0.05 0.18 −0.07 −0.22 −0.24 0.04 0.18 −0.08
Showering −0.26 −1.87 0.16 −0.16 0.05 −0.26 −1.87 0.16 −0.16 0.05

Table B.2: Detector-related fitted systematic uncertainty parameters
(epsilons) at the best-fit point for the atmospheric-only analysis.
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Systematic
Uncertainty

Fit Value (σ)
Normal Inverted

I II III IV V I II III IV V

Fiducial Volume −0.45 −0.13 0.62 −0.42 −0.28 −0.45 −0.13 0.62 −0.42 −0.28
FC Reduction −0.05 0.01 0.25 0.70 0.20 −0.05 0.01 0.25 0.71 0.20
PC Reduction 0.06 −0.53 0.00 −0.75 −0.25 0.05 −0.54 0.00 −0.76 −0.26
Up-µ Reduction −0.01 −0.11 0.23 0.12 0.01 0.00 −0.11 0.23 0.12 0.01
FC/PC Separation −0.22 0.05 −0.10 0.02 0.00 −0.23 0.05 −0.10 0.02 0.00
PC Stop/Through Separation
Top 0.39 −0.26 −0.27 −0.62 −0.28 0.37 −0.26 −0.29 −0.66 −0.29
Barrel 0.54 −0.35 −0.36 0.73 −0.60 0.54 −0.36 −0.36 0.73 −0.60
Bottom −0.58 0.01 −0.03 −0.32 −0.44 −0.59 0.00 −0.03 −0.32 −0.44

Ring Counting 0.54 0.42 0.22 −0.40 −0.23 0.54 0.42 0.21 −0.41 −0.22
Single-Ring PID −0.13 0.45 −0.74 1.01 0.15 −0.15 0.43 −0.73 1.00 0.15
Multi-Ring PID −0.21 0.60 −0.21 −0.93 0.20 −0.19 0.62 −0.20 −0.87 0.20
Non-ν Background
e-like 0.00 0.05 0.22 −0.03 −0.15 0.00 0.06 0.22 −0.02 −0.15
µ-like 0.53 0.32 0.19 −0.07 0.41 0.54 0.32 0.19 −0.07 0.41

Non-νe Background
Single-Ring 0.10 −0.56 0.01 0.13 −0.04 0.11 −0.55 0.01 0.13 −0.04
Multi-Ring 0.24 0.21 −0.32 −0.22 0.03 0.24 0.20 −0.33 −0.24 0.03

Two-Ring π0
−0.39 −0.02 0.00 0.57 −0.04 −0.39 −0.02 0.00 0.57 −0.04

Energy Scale
Absolute −0.12 −0.38 −0.05 −0.30 0.21 −0.11 −0.37 −0.04 −0.29 0.22
Up/Down 0.03 0.08 0.58 0.08 −0.27 0.04 0.09 0.59 0.09 −0.27

Decay-e Tagging −0.64 −0.22 0.00 0.20 0.88 −0.63 −0.22 0.01 0.22 0.89
Multi-Ring BDT
Efficiency −0.18 1.25 −0.08 0.06 0.29 −0.18 1.23 −0.09 0.04 0.27
Migration −0.10 0.16 0.10 0.39 0.08 −0.10 0.16 0.10 0.41 0.08

Up-µ
Path Cut −0.01 0.42 −0.34 −0.60 −0.37 −0.01 0.42 −0.35 −0.60 −0.37
Momentum Cut 0.01 0.04 0.48 −0.01 −0.10 0.01 0.04 0.48 −0.01 −0.10
Separation

Stop/Through 0.00 0.02 0.08 −0.09 −0.12 −0.01 0.02 0.08 −0.09 −0.12

Non-showering
Showering

1.65 −0.52 1.05 0.97 0.35 1.66 −0.52 1.06 0.99 0.36

Background Subtraction
Stopping 0.75 −0.63 −0.26 −0.56 −0.39 0.76 −0.62 −0.25 −0.55 −0.38
Non-showering −0.22 −0.24 0.05 0.18 −0.07 −0.22 −0.24 0.05 0.18 −0.08
Showering −0.26 −1.87 0.16 −0.16 0.05 −0.26 −1.87 0.16 −0.16 0.05

Table B.3: Detector-related fitted systematic uncertainty parameters
(epsilons) at the best-fit point for the SK analysis with θ13 constrained.
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Systematic
Uncertainty

Fit Value (σ)
Normal Inverted

I II III IV V I II III IV V

Fiducial Volume −0.42 −0.08 0.64 −0.34 −0.25 −0.42 −0.08 0.64 −0.33 −0.25
FC Reduction −0.04 0.02 0.27 0.80 0.22 −0.04 0.02 0.27 0.80 0.22
PC Reduction 0.03 −0.57 −0.01 −0.79 −0.26 0.03 −0.56 −0.01 −0.78 −0.26
Up-µ Reduction 0.01 −0.11 0.23 0.13 0.01 0.01 −0.11 0.23 0.13 0.01
FC/PC Separation −0.18 0.07 −0.09 0.02 0.00 −0.18 0.07 −0.09 0.02 0.00
PC Stop/Through Separation
Top 0.41 −0.23 −0.23 −0.57 −0.24 0.41 −0.23 −0.23 −0.56 −0.24
Barrel 0.58 −0.31 −0.34 0.79 −0.56 0.59 −0.31 −0.34 0.79 −0.56
Bottom −0.55 0.01 −0.02 −0.27 −0.42 −0.55 0.01 −0.02 −0.27 −0.42

Ring Counting 0.69 0.38 0.23 −0.29 −0.17 0.71 0.38 0.23 −0.29 −0.17
Single-Ring PID −0.09 0.51 −0.80 1.05 0.09 −0.09 0.51 −0.81 1.03 0.09
Multi-Ring PID −0.21 0.59 −0.21 −0.99 0.10 −0.21 0.59 −0.21 −0.99 0.10
Non-ν Background
e-like −0.01 0.06 0.24 −0.03 −0.08 −0.01 0.06 0.24 −0.03 −0.08
µ-like 0.50 0.28 0.13 −0.13 0.37 0.50 0.28 0.13 −0.13 0.37

Non-νe Background
Single-Ring 0.13 −0.55 0.01 0.24 −0.03 0.13 −0.55 0.01 0.23 −0.03
Multi-Ring 0.22 0.25 −0.35 −0.20 0.01 0.23 0.25 −0.34 −0.19 0.02

Two-Ring π0
−0.19 0.09 0.05 0.89 0.04 −0.19 0.09 0.05 0.89 0.04

Energy Scale
Absolute −0.15 −0.38 −0.06 −0.40 0.20 −0.15 −0.37 −0.06 −0.40 0.20
Up/Down 0.02 0.06 0.57 −0.04 −0.25 0.03 0.06 0.57 −0.03 −0.25

Decay-e Tagging −0.66 −0.17 0.05 0.24 0.94 −0.66 −0.17 0.04 0.25 0.95
Multi-Ring BDT
Efficiency −0.30 1.10 −0.19 −0.03 0.24 −0.30 1.11 −0.19 −0.03 0.24
Migration −0.10 0.14 0.10 0.41 0.08 −0.10 0.14 0.10 0.40 0.08

Up-µ
Path Cut 0.00 0.42 −0.33 −0.57 −0.35 0.00 0.42 −0.33 −0.57 −0.35
Momentum Cut −0.01 0.02 0.49 0.06 −0.09 −0.01 0.02 0.49 0.06 −0.08
Separation
Stop/Through 0.01 0.03 0.08 −0.06 −0.10 0.01 0.03 0.08 −0.06 −0.10

Non-showering
Showering

1.59 −0.56 1.02 0.90 0.33 1.59 −0.57 1.02 0.90 0.33

Background Subtraction
Stopping 0.73 −0.64 −0.28 −0.58 −0.39 0.73 −0.64 −0.28 −0.57 −0.39
Non-showering −0.22 −0.24 0.04 0.18 −0.07 −0.22 −0.24 0.04 0.18 −0.07
Showering −0.24 −1.85 0.17 −0.15 0.06 −0.24 −1.85 0.17 −0.15 0.06

fiTQun (T2K Model)
Decay-e Tagging 0.00 0.00
Ring Counting 0.30 0.29
e/µ Separation 0.08 0.07
e/π0 Separation −0.09 −0.07
µ/π+ Separation 0.00 0.00

Table B.4: Detector-related fitted systematic uncertainty parameters
(epsilons) in the SK+T2K model analysis.
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